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• Relative volumes to subaerial

• Accessing the deep ocean


2. Mid-ocean ridges 
• Magma supply

• Eruption style/recurrence
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Significance of Submarine Volcanism (associated processes):

• Biological diversity, origins of life, extra-
terrestrial life, pharmaceuticals.


• Mineral resources - VHMS, Cobalt crusts


• Global-scale chemical cycling and 
biogeochemical processes:  fertilization of 
photic zone, flux from hydrothermal 
systems 


• Model systems that can reveal how 
volcanoes work - a) in some cases 
simpler, b) can isolate behavior under 
unique conditions (e.g., thin crust, 
hydrostatic pressure, eruption into water).
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been previously reported for hydrothermal plumes in the Pacific,
Arctic, Southern, or Indian oceans12,21,22,24,25 (see also the
GEOTRACES Intermediate Data Product, http://www.bodc.ac.uk/geo-
traces/data/idp2014/). Given the differences in geochemical behaviour
between Fe and Mn, it is surprising that the lateral extent of the hydro-
thermal Fed anomaly exceeds that of Mnd; inventories of hydrothermal
Fed and Mnd (Fed and Mnd minus background) at station 32 are ,11%
and ,4%, respectively, of those at station 20 (see Fig. 1). Our data set
clearly documents the long-range transport of hydrothermal Fed from
the SEPR, thus confirming the tentative conclusions drawn from lim-
ited previous observations11,13.

Directly over the SEPR at station 18, Fed in the ‘near field’ hydro-
thermal plume is only ,20% of the total dissolvable Fe (an approx-
imate measure of total hydrothermal Fe), and Fe(II) concentrations are
near background levels. This suggests rapid oxidation and loss of
hydrothermal Fe from the dissolved phase close to the ridge axis, con-
sistent with previous observations from the SEPR5. In contrast, from
the first off-axis station (station 20) continuing west across the basin as
far as station 36, Fed concentrations are linearly correlated with 3Hexs
within the plume (Fig. 3a, b and Extended Data Fig. 1), indicating that
hydrothermal Fed is behaving conservatively and therefore decreases in
its concentration (as for the inert 3Hexs) reflect only mixing and dilution
over a distance of ,4,300 km. Such behaviour is unexpected, given the

known propensity for the oxidation, aggregation, and scavenging of Fed
from sea water2,4,5. Accordingly, our observations imply that Fed in the
hydrothermal plume is somehow stabilized against loss from solution,
perhaps as a result of complexation by dissolved organic ligands7,8, or by
incorporation into inorganic or organic colloids that reside within the
dissolved (,0.2mm) size fraction9,10.

The relationship between Mnd and 3Hexs in the plume (Fig. 3c, d)
indicates that hydrothermal Mn is removed from the dissolved phase
until it reaches station 21, beyond which the residual hydrothermal
Mnd, like Fed, behaves conservatively with respect to 3Hexs. Dissolved
Al over the ridge crest is enriched by as much as 12 nM over mid-depth
concentrations to the east of the SEPR. This is comparable to enrich-
ments in hydrothermal plumes over the Mid-Atlantic Ridge23,26,
where Al-rich plumes are spatially restricted to the deep axial valley
and are thought to reflect the entrainment of Al-rich waters by rising
hydrothermal fluids during plume formation26. In contrast, the SEPR
typically lacks an axial valley, and the Ald plume extends far from the
ridge crest, suggesting a larger source of Ald along the SEPR. Dissolved
Al concentrations exceeding 100 nM have been reported in unusually
acidic hydrothermal plumes that may be associated with seafloor
eruptive activity27, and the SEPR between 14u S and 19u S is a particu-
larly active locus of seafloor volcanism, with hydrothermal and
eruptive activity being more intense than along most other ridge sec-
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Figure 2 | Interpolated zonal concentration for
GEOTRACES Eastern Pacific Zonal Transect.
a, Dissolved iron. b, Dissolved manganese.
c, Dissolved aluminium. d, Excess helium-3
(3Hexs). Station numbers and distance west of East
Pacific Rise are indicated on uppermost panel.
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Basin-scale transport of hydrothermal dissolved
metals across the South Pacific Ocean
Joseph A. Resing1, Peter N. Sedwick2, Christopher R. German3, William J. Jenkins3, James W. Moffett4,
Bettina M. Sohst2 & Alessandro Tagliabue5

Hydrothermal venting along mid-ocean ridges exerts an import-
ant control on the chemical composition of sea water by serving
as a major source or sink for a number of trace elements in the
ocean1–3. Of these, iron has received considerable attention
because of its role as an essential and often limiting nutrient
for primary production in regions of the ocean that are of critical
importance for the global carbon cycle4. It has been thought that
most of the dissolved iron discharged by hydrothermal vents is
lost from solution close to ridge-axis sources2,5 and is thus of
limited importance for ocean biogeochemistry6. This long-stand-
ing view is challenged by recent studies which suggest that sta-
bilization of hydrothermal dissolved iron may facilitate its long-
range oceanic transport7–10. Such transport has been subse-
quently inferred from spatially limited oceanographic observa-
tions11–13. Here we report data from the US GEOTRACES
Eastern Pacific Zonal Transect (EPZT) that demonstrate lateral
transport of hydrothermal dissolved iron, manganese, and alu-
minium from the southern East Pacific Rise (SEPR) several thou-
sand kilometres westward across the South Pacific Ocean.
Dissolved iron exhibits nearly conservative (that is, no loss from
solution during transport and mixing) behaviour in this hydro-
thermal plume, implying a greater longevity in the deep ocean
than previously assumed6,14. Based on our observations, we
estimate a global hydrothermal dissolved iron input of three to
four gigamoles per year to the ocean interior, which is more than
fourfold higher than previous estimates7,11,14. Complementary
simulations with a global-scale ocean biogeochemical model sug-
gest that the observed transport of hydrothermal dissolved iron
requires some means of physicochemical stabilization and indi-
cate that hydrothermally derived iron sustains a large fraction of
Southern Ocean export production.

Hydrothermal fluids are enriched in iron (Fe) and manganese (Mn)
by more than 106 relative to ambient deep ocean concentrations1, and
corresponding gross hydrothermal fluxes to the oceans are probably
greater than those from global riverine inputs3. However, it has
been well documented that most of the hydrothermal Fe is lost from
the dissolved phase in the vicinity of ridge-axis vents, where hot
(,350 uC), acidic, anoxic hydrothermal fluids ascend and mix with
cold, alkaline, oxic sea water, resulting in the formation of Fe-sulphides
and/or Fe-oxyhydroxides2,5, which are subsequently lost from solution
owing to settling and scavenging. As a result of these removal
processes, it has been widely assumed that seafloor hydrothermal
emissions are not a major source of dissolved Fe (Fed) to the ocean6.
In contrast, dissolved Mn (Mnd) is oxidized more slowly than Fed in
sea water, and hydrothermal Mnd anomalies have been observed as far
as 2,000 km from ridge-axis sources15.

A number of recent studies have demonstrated that Fed can be
stabilized against precipitation, aggregation, and scavenging losses

from sea water by several different physicochemical mechanisms7–10.
Such findings imply that hydrothermal activity could strongly affect
the oceanic Fed inventory; however, comprehensive observational data
on the persistence and fate of hydrothermal Fe are needed to evaluate
this hypothesis. Although several recent studies have inferred the
transport of hydrothermal Fed over distances of hundreds16,17 to thou-
sands of kilometres11–13, those conclusions remain equivocal at the
ocean basin-scale, owing to limited sampling coverage11–13 and
assumptions regarding synoptic distributions of the hydrothermal
tracer helium-3 (3He)11,13,16.

Here we present data for samples collected from 35 hydrographic
stations between Manta, Ecuador, and Papeete, Tahiti, during the US
GEOTRACES Eastern Pacific Zonal Transect (GEOTRACES cruise
GP16; Fig. 1). This expedition focused on the Peru upwelling region
and the superfast-spreading southern East Pacific Rise (SEPR), one
of the most volcanically active areas on Earth and the source of a
well documented plume of hydrothermal 3He that extends west
across the deep South Pacific Ocean18. The data from this cruise reveal
pronounced gradients in Fed, Mnd, dissolved aluminium (Ald), and
excess 3He (3Hexs) concentrations along the ,8,000-km-long cruise
transect (Fig. 2).

The most striking and novel feature that we observed is a vast, mid-
depth plume of elevated Fed and Mnd that extends over a distance of
more than 4,000 km to the west of the SEPR. This plume is carried by
the westward-flowing mid-depth circulation18–20, and is clearly defined
by anomalous concentrations of 3Hexs (Fig. 2). The distance over which
Fed and Mnd are transported from the SEPR is substantially greater than
that observed in plumes identified from basin-scale sections across the
Atlantic, Indian, Arctic, and Southern oceans12,16,17,21–23. Also notable
are the elevated Ald concentrations that extend more than 3,000 km
west of the SEPR; enrichments of this magnitude and extent have not
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Figure 1 | Cruise track and station locations. The US GEOTRACES Eastern
Pacific Zonal Transect (GEOTRACES cruise GP16) was undertaken on RV
Thomas G. Thompson cruise 303 from 25 October to 20 December 2013.
Station locations are shown as yellow circles with station numbers in white.
Station 18 is located over the crest of the East Pacific Rise.
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Over 75% of the Earth’s volcanism occurs within the 
oceans, but only 0.2% of the confirmed eruptions of 
the last 50 (N = 1776) years are submarine. 

Oceanic vs. Continental Magmatism 



Despite tremendous advances in technology, most detected seafloor eruptions are discovered by 
serendipity rather than via monitoring.
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Deep thought #1

Is our assessment of the relative proportions of subaerial and submarine volcanism correct, and 
can we better monitor the oceans at a global scale to identify the location, timing, and size of 
submarine eruptions.




July 17, 2012 UTC 

Can we monitor the ocean’s volcanoes?

Sea surface signals 
(e.g., pumice rafts, plankton blumes)

Water column signals 
(e.g., hydrothermal discharge)

Ocean crust signals 
(e.g., volcano seismicity)

Jutzeler et al., 2014 Mittal & Delbridge, 2019 - EPSL

Argo

float

MODIS

satellite

Mittal & Delbridge, 2019 - EPSL



Global Seismic Network

Global Hydrophone Array (CTBT)Global Satellite Coverage

ARGO Network



Smith and Sandwell (1997)

Data/Sample Repositories 
http://marine-geo.org (Marine Geological & Geophysical Data) 
http://www-udc.ig.utexas.edu/sdc/ (Academic Seismic Portal) 
https://www.earthchem.org/petdb (Petrological Database) 
https://www2.whoi.edu/site/seafloorsampleslab/ (WHOI physical samples) 
https://www.ldeo.columbia.edu/core-repository (LDEO physical samples) 
http://osu-mgr.org (Oregon State Physical Samples) 
https://www.bco-dmo.org (Biological & Chemical Oceanography Data) 
http://4dgeo.whoi.edu/alvin or /jason (Alvin & Jason seafloor imagery) 
http://app.iedadata.org/ndsf/dives/  (NDSF dive metadata)

http://marine-geo.org
http://www-udc.ig.utexas.edu/sdc/
https://www.earthchem.org/petdb
https://www2.whoi.edu/site/seafloorsampleslab/
https://www.ldeo.columbia.edu/core-repository
http://osu-mgr.org
https://www.bco-dmo.org
http://4dgeo.whoi.edu/alvin
http://app.iedadata.org/ndsf/dives/




Axial Volcano Monitoring

https://www.pmel.noaa.gov/eoi/axial_blog.html



Schmidt, OET, NOAA Okeanos Explorer

Participate Remotely

schmidtocean.org

www.nautiluslive.org/

oceanexplorer.noaa.gov/livestreams/



The National Deep Submergence 
Facility provides access to 
vehicles that take scientists 
beneath the ocean’s surface to 
observe, sample, and conduct 
experiments. 

UNOLS and DeSSC runs a pre-
AGU workshop every year to 
introduce new users to these 
and other deep submergence 
vehicles. Go to www.unols.org 
for more info.

HOV Alvin

ROV Jason

AUV Sentry

http://www.unols.org


Mid-Ocean Ridges



The global mid-ocean ridge can be categorized by 
spreading rate, which loosely predicts a number of 
ridge characteristics:  morphology, magma lens depth, 
hydx plume incidence. 

Southwest
Indian Ridge
(12.5˚E, 52.5˚S)

Mid-Atlantic Ridge
(45˚W, 14˚N)

Juan de Fuca Ridge
(130˚W, 45˚N)

10 km

1 km

East Pacific Rise
(104˚W, 10˚N)

Soule, 2016

Mid-Ocean Ridge Volcanism



• Differences in ridge 
morphology can be attributed 
to the fraction of spreading 
accommodated by magmatic 
intrusion relative to tectonic 
extension (M).


• High magmatism (M>0.75) 
yields symmetric spreading 
with an axial high.


• Moderate magmatism 
(0.75>M>0.5) yields symmetric 
spreading and an axial valley.


• Low magmatism (M<0.5) yields 
asymmetric spreading - i.e., 
low-angle detachment faults.

Magmatic and Tectonic Extension:  M

at magmatically starved ridges (e.g., intermediate
to slow spreading).

[6] Paper 1 also reveals a key limitation of simu-
lating the tectonomagmatic cycle with the single
parameter M, which assumes an infinitesimally
small time interval between tectonic and magmatic
events. Specifically, this approach results in non-
lithostatic tension at the ridge axis sufficient to
continually fault the lithosphere for all cases in
which M < 1. Consequently, all simulations with
M < 1 in Paper 1 (and in the work of Buck et al.
[2005]) predict axial valleys of varying depths and
no model predicts faulted transitional or faulted
axial high topography such as that seen in Figure 1.

[7] The purpose of this paper is to define the
primary factors that influence faulting as well as
the characteristic morphologies of mid-ocean
ridges: axial valleys, axial highs, and the transition
between them. Our calculations simulate time-
dependent crustal accretion and tectonism by
specifying a time fraction FM that the axis is in
a magmatic phase compared to the whole tecto-
nomagmatic cycle. Individual effects of various
factors including FM, the duration of the tectono-
magmatic cycle, lithosphere thickness, and spread-
ing rate are quantified. We will show that the
transition between axial high and median valley

morphology does not depend on the amount of
lithospheric coupling with the stiff mantle [Chen
and Morgan, 1990a, 1990b] but rather on the
‘‘rise-sink ratio’’ of the crust, (FM/FT)(tT/tM),
where FT = 1 ! FM is the time fraction in the
amagmatic or tectonic period and tT/tM is the ratio
of the rates at which the ridge axis rises during
magmatic phases and sinks during tectonic phases.
Variables such as spreading rate and axial litho-
sphere thickness are shown to affect axial mor-
phology through their influence on the ‘‘rise-sink
ratio.’’

2. Method

2.1. Mechanical Model

[8] Full details of the numerical methods are de-
scribed in Paper 1; here we outline the most salient
similarities and specify the particular differences
incorporated in this study. The mathematical
variables are listed in Table 1. To simulate
two-dimensional (2-D) lithosphere accretion, fault-
ing, and topography we numerically solved the
conservation equations of mass and momentum
for a visco-elasto-plastic material (Figure 2). We
used the same hybrid finite element method
(FLAC) and rheological formulations as in

Figure 1. Bathymetry profiles crossing the (a) Galapagos Spreading Center (half spreading rate increasing from
bottom to top between 23.3 and 26.4 km/Ma) and (b) Southeast Indian Ridge (spreading rates 35.3–35.5 km/Ma
from bottom to top) at locations labeled. Vertical lines show picks of tops of faults; open circles show picks of bottom
of faults. Data from multibeam bathymetry are available at http://www.geomapapp.org/ and Cochran et al. [1997]
and Sinton et al. [2003].
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Table 1. Summary of Variables Used

Variable Meaning Value(s) Units

C scaling constant in equation (7) 7.92 ! 1014 Nm
FM PM/P, time fraction of magmatic period 0.7–1 —
FT PT/P = (1 " FM) time fraction of tectonic period 0–0.3 —
H400 depth of 400!C-isotherm beneath the axial seafloor 1.3–4.0 km
h long wavelength axial height relative to adjacent seafloor km
hM axial height in isostatic equilibrium km
M fraction magmatic extension —
PM time period of magmatic phase ka
PT time period of tectonic phase ka
P PM + PT, duration of tectonomagmatic cycle 10–502.5 ka
wT depth of deepest axial valley km
Dx fault heave km
DS average fault spacing km
U half spreading rate km/Ma
xAF furthest distance from axis a fault remains active 10–75 km
z400 depth of 400!C isotherm below seafloor km
hM model maximum viscosity in accretion zone Pa s
tT timescale for reducing topography during tectonic episodes ka
tM timescale for topographic growth during magmatic periods ka

Figure 2. (a) Model geometry and boundary conditions and example calculations for cases in which thermal
structure is (b)–(d) imposed and (e)–(g) computed. In each case, depth to the 400!C isotherm is H400 = 1.3 km, time
fraction of the magmatic phase is FM = 0.8, and half spreading rate is U = 25 km/Ma. Figures 2b and 2e show surface
topography (solid) and isostatic topography (dashed); Figures 2c and 2f show accumulated plastic strain (colors) and
flow direction (arrows); and Figures 2d and 2g panels show density structure (colors) and temperature (contoured
every 200!C).
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Ito & Behn, Behn & Ito, 2008

Galápagos Spreading Center



increases in magnitude with the compaction viscosity. Hence, regions with slower melting rates and/or
lower viscosities have larger (less negative) compaction pressure. The resulting compaction pressure gradi-
ent drives melt toward regions of larger f/C.

The compaction pressure gradient associated with f/C in the full model is enhanced by the focusing pro-
cess itself. Focusing concentrates melt into a column of mantle directly beneath the ridge axis. The larger
melt fractions in this column produce a high-permeability connection between the surface and the melting
region below. High permeability promotes a larger compaction length, and hence, the transmission of low
compaction pressure from the ridge axis to depth.

Figure 4 is a schematic illustration of our hypothesized focusing mechanism (right) compared to the subli-
thospheric decompaction-channel mechanism of Sparks and Parmentier (1991) (left). The resistivity field
obtained by Key et al. (2013) is shown in the background. Focusing associated with a sublithospheric chan-
nel predicts a distribution of melt fraction that is inconsistent with that implied by the resistivity data. In par-
ticular, the rapid, vertical extraction of melt below the decompaction channel should result in higher and
more uniform resistivity throughout the melting region. Thus this model cannot explain the steep-sided
shape of the low-resistivity region beneath the axis. By contrast, the full model predicts magma to move lat-
erally at depths above the onset of silicate melting and concentrate beneath the ridge axis (Figure 4). This
melt distribution is more consistent, qualitatively, with the MT inversion, which shows a minimum in resis-
tivity directly beneath the ridge axis.

The pattern of melt flow obtained in the present study differs from that of Keller et al. (2017). This is due to
the assumptions of constant grain size and Newtonian viscosity by Keller et al. (2017)—a conservative
approach to modeling the rheology, in line with previous studies. The present study deviates from forego-
ing work by investigating a non-Newtonian viscosity that could arise when grain size is controlled by the
instantaneous balance of growth and recrystallization. A further difference stems from Keller et al. (2017)’s
incorporation of volatile elements and their effect on melting and melt transport. Results of those models
suggest that volatiles promote deep, reactive channelization of magmatic flux (see also Keller & Katz, 2016).
Volatiles are neglected from the models presented here. Moreover, our current understanding is insufficient
for any speculation on how volatiles and channelized melt transport might interact with the non-
Newtonian dynamics.

The focusing mechanism we propose is different in many of its details from that suggested by Turner et al.
(2015). Their hypothesis was based on the permeability structure arising from variations in mean grain size.
The grain-size variations obtained in the full model above (Figure 2) are largely consistent with Turner et al.
(2015). However, our numerical experiments using constant grain size and large ne in section 4 show that

Figure 4. Schematic diagram of two hypotheses for melt focusing. The background image is the resistivity structure of
the northern East Pacific Rise at 9!300N as obtained by Key et al. (2013). The magma streamlines on the left side of the dia-
gram represent the focusing hypothesis of Sparks and Parmentier (1991). Streamlines on the right side of the diagram are
derived from the full model (Figure 2) and depict the hypothesis proposed here. Red curves on both sides outline the
region of increased melt fraction.

Geochemistry, Geophysics, Geosystems 10.1002/2017GC007048
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MOR Magma Generation

Magma supply is related to spreading rate, which sets the vertical flux through the melting region.


1. Fairly remarkable that a 100-200 km wide melting region is ultimately focused to a narrow (1-5 km wide) 
zone of volcanism.


2. Samples a large region of presumably well-mixed mantle that helps define length-scales of heterogeneity.

Turner et al., 2017



MOR magma chambers

• Semi-permanent 


• MORB magmas reflect homogenization of 
melts and fractional crystallization within the 
chamber.


• Periodic reinjection of fresh, primitive MORB


• Dikes upward through extending/faulting roof


• Crystallization at top and sides → successive 
layers of gabbro (layer 3) “infinite onion”


• Dense olivine and pyroxene crystals → 
ultramafic cumulates (layer 4)

Byran and Moore (1977) 

0 1 2 3 4 5 6 7 8 9 10

0

1

2

3

4

5

6

Water (1.75 km s-1)

Lava flows (2.5-5.5 km s-1)

Sheeted dikes 
(5.5-7 km s-1)

Gabbro 
(6.8-7.2 km s-1)

Moho

Mantle 
(7.8-8.3 km s-1)

D
ep

th
 (k

m
)

Vp (km s-1)A. B.

Axial
melt
lens

lavas

dikes

gabbros

mantle



Seismic Reflection Imaging at Mid-Ocean Ridges

Oceanography  |  March 2012 103

segment from 47°56.8'N and 48°00.5'N. 
The Main Endeavour vent field is located 
within a zone of complex reflectivity at 
the southern end of this segment, and 
the deeper lens segment to the south 
underlies Mothra. While it is likely that 
segmentation of the magma lens plays an 
important role in the patterns of venting 
along the ridge, the existing 2D seismic 
data are insufficient to resolve detailed 
geometry and distribution of melt at 
length scales appropriate for linking 
with seafloor structures, and future 
3D seismic studies will be needed. 

Another new insight from the 2002 
reflection survey concerns the origin of 
the shallowly rifted axial high topog-
raphy along the JdFR, which had been 
attributed to tectonic extension during 
amagmatic phases (Kappel and Ryan, 
1986), analogous to the formation of 
rift valleys at slow-spreading ridges. The 
magma lens reflection at Endeavour is 
narrowly focused beneath the 25 km 
long shallowly rifted axial volcanic ridge 
where there is a prominent 0.8–1.4 km 
wide axial graben (Glickson et al., 
2007). The presence of a well-defined 
symmetric axial graben at the seafloor, 
where a magma lens is observed in 
the subsurface, is found at all JdFR 
segments, and this graben appears to be 
a magmatic rather than a tectonically 
generated structure, linked to dike intru-
sion and magma withdrawal from the 
magma lens (Carbotte et al., 2006). If the 
axial graben were generated by amag-
matic extension, as previously assumed, 
deep wide grabens would be expected 
where the magma body is absent and 
where ongoing plate separation should 
be accommodated by tectonic exten-
sion. Instead, the opposite relationship 
is observed; rift topography diminishes 

where the magma lens is absent, and the 
deepest grabens are found where the 
magma lens is shallowest. As a magmati-
cally generated depression linked to 
the presence of a crustal magma body, 
the axial graben found along the JdFR 
is similar to the axial summit trough 
(AST) at the EPR (Fornari et al., 1998), 
although much larger in scale. 

East Pacific Rise 8°20'–10°10'N
The overall geometry and dimensions 
of the mid-crust magma sill within 
the EPR site were established from the 
pioneering 1985 MCS experiment within 
the region (e.g., Detrick et al., 1987; Vera 
et al., 1990; Kent et al., 1993a,b). This 
experiment revealed an axial magma 
body that is only a few tens of meters 
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Figure 1. Seismic profiles showing the magma lens reflection detected along the axis of the 
(A) Endeavour and (B) East Pacific Rise (EPR). (A) Along-axis line 14 from the Endeavour 
multichannel seismic survey showing the axial magma chamber (AMC) and seismic 
Layer 2A events from Van Ark et al. (2007). Red stars show locations of the five large 
hydrothermal vent fields (from south to north: Mothra, Main Endeavour, High Rise, Salty 
Dawg, Sasquatch; see Figure 2 for location). (B) Along-axis line axis2r1 from the EPR 2008 
multichannel seismic survey showing the AMC and seismic Layer 2A events. Red stars indi-
cate active high-temperature hydrothermal vents (from south to north: K, D, B). Red bars 
indicate closely spaced vents at 9°46’N (L, A, V) and 9°51’N (TWP, BM41, P, Bio 9, Biovent).
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that propose the lower oceanic crust 
is built from multiple magma bodies 
emplaced at multiple levels in the crust 
(Kelemen et al., 1997).

Crustal Evolution After 
Formation and Ridge Flank 
Hydrothermal Flow
The post-emplacement evolution of 
oceanic crust has important implica-
tions for understanding energy and 
mass exchange between the ocean and 
Earth’s interior, and for studying the rela-
tionship between oceanic plate hydra-
tion and subduction zone processes. 
Although there has been considerable 
work in the past few decades dedi-
cated to characterizing the evolution 
of the upper crust, most studies have 
been based on sparse observations of 
seismic Layer 2A with little analysis 
of Layer 2B (e.g., Cudrak and Clowes, 
1993; Harding et al., 1993; Rohr, 1994; 

Grevemeyer et al., 1999; Grevemeyer 
and Bartetzko, 2004; Christeson, 2007). 
Using the 2002 JdFR MCS data, the 
most detailed investigation of Layer 2A 
evolution to date was conducted as well 
as the first study focused on processes 
that affect uppermost Layer 2B after 
formation (Nedimović et al., 2008; 
Newman et al., 2011). 

Results show that Layers 2A and 2B 
evolve in different ways. As observed 
elsewhere, a small increase in Layer 2A 
velocity occurs rapidly near the ridge 
axis, presumably linked to high-
temperature axial hydrothermal flow, 
followed by a more gradual evolution for 
many millions of years due to passive, 
low-temperature hydrothermal circula-
tion (see Grevemeyer and Bartetzko, 
2004, and references therein). On the 
flanks of the JdFR, Layer 2A velocities 
increase from < 2.5 km s–1 at the ridge 
axis to > 4.0 km s–1 in mature crust 

5–8 million years old (Nedimović et al., 
2008). Following a different course from 
Layer 2A, seismic Layer 2B evolves 
rapidly within the first 0.5 million years 
after crustal formation, with upper 
Layer 2B velocities increasing on average 
by 0.8 km s–1, reaching an approximately 
constant velocity of 5.2 ± 0.3 km s–1 in 
older crust (Newman et al., 2011). Unlike 
for Layer 2A, the strongest impact on 
Layer 2B evolution may be mineral 
precipitation due to active hydrothermal 
circulation centered about the ridge crest 
and driven by heat from the axial magma 
chamber and associated intrusive bodies.

Comparison between Layer 2B 
velocities and hydrothermal circulation 
patterns, inferred from heat flow, fluid 
flow, and pore fluid geochemistry data, 
reveals correlation of both upflow or 
discharge zones with 2B velocity lows 
and downflow or recharge zones with 2B 
velocity highs (Figure 5; Newman et al., 
2011). This relationship is attributed to 
enhanced pore clogging within upper 
Layer 2B within the downflow zones. 
In the vicinity of the ridge axis, where 
there is no or little sedimentary cover, 
upflow zones are collocated with seafloor 
topographic highs and downflow zones 
with topographic lows. Further away 
from the ridge axis, in areas where sedi-
ments fill in lows to form minibasins, 
some of the seafloor highs appear to 
have been converted to downflow zones, 
indicating that both seafloor relief and 
sedimentary cover affect hydrothermal 
flow and therefore mineral precipitation 
(Figure 5). Sediment cover is also found 
to have a major impact on Layer 2A 
evolution. For the flanks blanketed with 
a continuous, sealing sedimentary cover, 
Layer 2A increases velocity at about 
twice the rate observed for ridge flanks 
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Figure 4. Three-dimensional perspective of crustal structure along the axis and near axis flanks of the Juan 
de Fuca Ridge Cleft Segment showing an isolated melt lens in the lower crust (orange) located ~ 1–3 km 
away from the axial melt lens (blue). Moho (green) is not imaged directly beneath the lower crustal melt 
sill or the ridge axis. The white dashed line indicates the spreading axis. From Canales et al. (2009)

Canales et al., 2009

Multi-channel seismic reflection have significantly improved our conception of the extent and 
complexity of mid-ocean ridge melt distribution and revealed connections to hydrothermal 
circulation and eruption processes.
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segment from 47°56.8'N and 48°00.5'N. 
The Main Endeavour vent field is located 
within a zone of complex reflectivity at 
the southern end of this segment, and 
the deeper lens segment to the south 
underlies Mothra. While it is likely that 
segmentation of the magma lens plays an 
important role in the patterns of venting 
along the ridge, the existing 2D seismic 
data are insufficient to resolve detailed 
geometry and distribution of melt at 
length scales appropriate for linking 
with seafloor structures, and future 
3D seismic studies will be needed. 

Another new insight from the 2002 
reflection survey concerns the origin of 
the shallowly rifted axial high topog-
raphy along the JdFR, which had been 
attributed to tectonic extension during 
amagmatic phases (Kappel and Ryan, 
1986), analogous to the formation of 
rift valleys at slow-spreading ridges. The 
magma lens reflection at Endeavour is 
narrowly focused beneath the 25 km 
long shallowly rifted axial volcanic ridge 
where there is a prominent 0.8–1.4 km 
wide axial graben (Glickson et al., 
2007). The presence of a well-defined 
symmetric axial graben at the seafloor, 
where a magma lens is observed in 
the subsurface, is found at all JdFR 
segments, and this graben appears to be 
a magmatic rather than a tectonically 
generated structure, linked to dike intru-
sion and magma withdrawal from the 
magma lens (Carbotte et al., 2006). If the 
axial graben were generated by amag-
matic extension, as previously assumed, 
deep wide grabens would be expected 
where the magma body is absent and 
where ongoing plate separation should 
be accommodated by tectonic exten-
sion. Instead, the opposite relationship 
is observed; rift topography diminishes 

where the magma lens is absent, and the 
deepest grabens are found where the 
magma lens is shallowest. As a magmati-
cally generated depression linked to 
the presence of a crustal magma body, 
the axial graben found along the JdFR 
is similar to the axial summit trough 
(AST) at the EPR (Fornari et al., 1998), 
although much larger in scale. 

East Pacific Rise 8°20'–10°10'N
The overall geometry and dimensions 
of the mid-crust magma sill within 
the EPR site were established from the 
pioneering 1985 MCS experiment within 
the region (e.g., Detrick et al., 1987; Vera 
et al., 1990; Kent et al., 1993a,b). This 
experiment revealed an axial magma 
body that is only a few tens of meters 
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Figure 1. Seismic profiles showing the magma lens reflection detected along the axis of the 
(A) Endeavour and (B) East Pacific Rise (EPR). (A) Along-axis line 14 from the Endeavour 
multichannel seismic survey showing the axial magma chamber (AMC) and seismic 
Layer 2A events from Van Ark et al. (2007). Red stars show locations of the five large 
hydrothermal vent fields (from south to north: Mothra, Main Endeavour, High Rise, Salty 
Dawg, Sasquatch; see Figure 2 for location). (B) Along-axis line axis2r1 from the EPR 2008 
multichannel seismic survey showing the AMC and seismic Layer 2A events. Red stars indi-
cate active high-temperature hydrothermal vents (from south to north: K, D, B). Red bars 
indicate closely spaced vents at 9°46’N (L, A, V) and 9°51’N (TWP, BM41, P, Bio 9, Biovent).
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that propose the lower oceanic crust 
is built from multiple magma bodies 
emplaced at multiple levels in the crust 
(Kelemen et al., 1997).

Crustal Evolution After 
Formation and Ridge Flank 
Hydrothermal Flow
The post-emplacement evolution of 
oceanic crust has important implica-
tions for understanding energy and 
mass exchange between the ocean and 
Earth’s interior, and for studying the rela-
tionship between oceanic plate hydra-
tion and subduction zone processes. 
Although there has been considerable 
work in the past few decades dedi-
cated to characterizing the evolution 
of the upper crust, most studies have 
been based on sparse observations of 
seismic Layer 2A with little analysis 
of Layer 2B (e.g., Cudrak and Clowes, 
1993; Harding et al., 1993; Rohr, 1994; 

Grevemeyer et al., 1999; Grevemeyer 
and Bartetzko, 2004; Christeson, 2007). 
Using the 2002 JdFR MCS data, the 
most detailed investigation of Layer 2A 
evolution to date was conducted as well 
as the first study focused on processes 
that affect uppermost Layer 2B after 
formation (Nedimović et al., 2008; 
Newman et al., 2011). 

Results show that Layers 2A and 2B 
evolve in different ways. As observed 
elsewhere, a small increase in Layer 2A 
velocity occurs rapidly near the ridge 
axis, presumably linked to high-
temperature axial hydrothermal flow, 
followed by a more gradual evolution for 
many millions of years due to passive, 
low-temperature hydrothermal circula-
tion (see Grevemeyer and Bartetzko, 
2004, and references therein). On the 
flanks of the JdFR, Layer 2A velocities 
increase from < 2.5 km s–1 at the ridge 
axis to > 4.0 km s–1 in mature crust 

5–8 million years old (Nedimović et al., 
2008). Following a different course from 
Layer 2A, seismic Layer 2B evolves 
rapidly within the first 0.5 million years 
after crustal formation, with upper 
Layer 2B velocities increasing on average 
by 0.8 km s–1, reaching an approximately 
constant velocity of 5.2 ± 0.3 km s–1 in 
older crust (Newman et al., 2011). Unlike 
for Layer 2A, the strongest impact on 
Layer 2B evolution may be mineral 
precipitation due to active hydrothermal 
circulation centered about the ridge crest 
and driven by heat from the axial magma 
chamber and associated intrusive bodies.

Comparison between Layer 2B 
velocities and hydrothermal circulation 
patterns, inferred from heat flow, fluid 
flow, and pore fluid geochemistry data, 
reveals correlation of both upflow or 
discharge zones with 2B velocity lows 
and downflow or recharge zones with 2B 
velocity highs (Figure 5; Newman et al., 
2011). This relationship is attributed to 
enhanced pore clogging within upper 
Layer 2B within the downflow zones. 
In the vicinity of the ridge axis, where 
there is no or little sedimentary cover, 
upflow zones are collocated with seafloor 
topographic highs and downflow zones 
with topographic lows. Further away 
from the ridge axis, in areas where sedi-
ments fill in lows to form minibasins, 
some of the seafloor highs appear to 
have been converted to downflow zones, 
indicating that both seafloor relief and 
sedimentary cover affect hydrothermal 
flow and therefore mineral precipitation 
(Figure 5). Sediment cover is also found 
to have a major impact on Layer 2A 
evolution. For the flanks blanketed with 
a continuous, sealing sedimentary cover, 
Layer 2A increases velocity at about 
twice the rate observed for ridge flanks 
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Figure 4. Three-dimensional perspective of crustal structure along the axis and near axis flanks of the Juan 
de Fuca Ridge Cleft Segment showing an isolated melt lens in the lower crust (orange) located ~ 1–3 km 
away from the axial melt lens (blue). Moho (green) is not imaged directly beneath the lower crustal melt 
sill or the ridge axis. The white dashed line indicates the spreading axis. From Canales et al. (2009)

Canales et al., 2009

Multi-channel seismic reflection have significantly improved our conception of the extent and 
complexity of mid-ocean ridge melt distribution and revealed connections to hydrothermal 
circulation and eruption processes.



Seismic reflection imaging of ocean crust

Table 1. Computed Vp/Vs Ratios, Background Trends, and Melt Content Interpretationa

Analysis Window ↓ Vp/Vs ratio Background Trends Melt content

Zone A 1 1.37 Vp/Vs =1.55 Partially molten/solid to mushyVp/Vs ≤ 2.06

Zone B 1 1.70 Vp/Vs =1.70

2 1.87 Vp/Vs =1.85 Mostly molten2.06<Vp/Vs≤ 2.15

3 1.56 Vp/Vs =2.00

Zone C 1 1.94

2 1.90 Vp/Vs =2.15

3 1.52 Vp/Vs=2.30 Highly moltenVp/Vs> 2.15

Average for all windows/zones 1.72 Vp/Vs=2.50

a(left) Vp/Vs ratios for all seven analyses windows of Zones A, B, and C (see Figure 1 for location) and their averages are
shown together with (right) the background trends and the corresponding interpretation for the amount of melt put
forward by Marjanović et al. [2015], which is shown as color background. The relationships between the background
trends and melt content developed in Marjanović et al. [2015] is empirical in nature (based on available measurements
of Vp, Vs and ρ), as opposed to the one presented in Figure 5 of this work and based on the Hashin and Shtrikman [1963]
theoretically derived relationship.

Figure 9. Schematic fence diagram showing the AML and OAMLs in crustal sections across and along the ridge axis. Color depicts AML and midcrustal OAML melt
content as described in the legend, following the classification of Marjanović et al. [2015]. Subaxial melt lenses (SAMLs), lower crustal OAMLs, and MTZ magma
lenses are shown in light purple, gray, and dark blue, respectively, as their melt content is not known. Possible directions of melt migration are shown with
pink arrows. A thick MTZ is observed in the axial and near axial region in the area where OAMLs are imaged [Aghaei et al., 2014]. This area may also be
characterized by a somewhat wider axial low-velocity zone than observed elsewhere, as shown using shading and dashed brown lines.

Journal of Geophysical Research: Solid Earth 10.1002/2016JB013785

AGHAEI ET AL. MELT CONTENT OF OFF-AXIS MAGMA LENSES 4135

Aghaei et al., 2017

Stacked across-axis MCS lines

Current conception of fast and intermediate spreading rate magmatic systems look alot like 
the TCMS envisioned for terrestrial arcs, but compressed to 6-ish km.
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Figure 1 |Volatile contents of MORmelt inclusions and glasses. CO2 (ppm) versus H2O (wt%) for melt inclusions (mi) and associated glasses from the
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Figure 2 |Distribution of crystallization at the EPR and JdFR. Histograms showing the distribution of crystallization depths of melt inclusions from the EPR
(a) and JdFR (b). Depths were estimated using vapour-saturation pressures, accounting for the overlying water column and a crustal density of 2.9 g cm�3.
A statistically determined bin size of 1,500 m is used (see Supplementary Information); however, changing the bin size (1,000–2,000 m) does not
significantly change the overall shape of the histograms (Supplementary Fig. S3). The melt lens depth is shown for each ridge7,8. Over 50% of the melt
inclusions have crystallization depths consistent with formation in/near the melt lens (±1 km), however, >25% crystallized in the lower crust or
upper mantle.

melt inclusions have crystallization pressures above the melt lens
(<5%), suggesting that little crystallization occurs during ascent to
the sea floor (Fig. 2).

A key assumption in using volatile concentrations to estimate
crystallization depths is that the melt inclusions are vapour-
saturated. Studies modelling bubble nucleation/growth suggest that
melts formed in the upper mantle become super-saturated with
CO2 by factors of up to 1.5 at depths of ⇠20–45 km (refs 15,16).
At these super-saturation ratios, calculations suggest that bubbles
nucleate rapidly, resulting in degassing of CO2 until vapour-
saturation is reached. In thesemodels, risingmelts remain saturated
until they reach the melt lens; however, super-saturation can occur
during the rapid ascent of magmas from the melt lens to the sea
floor15,17–19 (seeMethods). This is consistentwith vapour-saturation
pressures calculated for our host-glasses, which lie between themelt
lens and sea floor (Fig. 1). However, no glasses have saturation
pressures below the melt lens, suggesting that seafloor eruptions
are fed from the melt lens (Supplementary Fig. S6). In contrast,
magmas may have anomalously low vapour-saturation pressures if
the initial mantle melt was under-saturated. Olivine-hosted melt
inclusions erupted in the Siqueiros transform fault (EPR) suggest
that themid-ocean ridge basalt (MORB) sourcemantlemay include
an under-saturated component20; however, under-saturation is not

observed in other studies of volatiles in melt inclusions21 or basaltic
glasses17–19. We find no evidence for under-saturation in our data
set (all calculated pressures are greater than the corresponding
sea floor; Fig. 1), suggesting that melts originating beneath the
centre of a ridge segment are not under-saturated. Therefore,
we infer that the vapour-saturation pressures derived from our
melt inclusions provide a reasonable estimate of the pressure of
inclusion entrapment.

We use crystallization depths, combined with major and
trace element data to evaluate magma compositions before
homogenization in the melt lens and to assess melt evolution
during ascent through the crust (Fig. 3). Lavas erupted at fast-
spreading ridges generally have less compositional variability than
those from slow-spreading ridges; this is commonly attributed to
efficient homogenization of melts in shallow magma chambers
at fast-spreading ridges10–12. Melts entering the base of the crust
at all spreading rates, however, may have significant chemical
variability, reflecting compositions produced bymeans of fractional
melting over the entire melting regime9,22. Thus, this compositional
variability should be preserved in melt inclusions formed below or
in the absence of a melt lens. This hypothesis is supported by the
wide range of compositions observed in melt inclusions from the
Mid-Atlantic Ridge23 (MAR), which typically lacks a steady-state
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Olivine hosted melt inclusions indicate crystallization primarily in melt lens at 
depths consistent with seismic reflection, but also throughout the lower crust.
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Figure 4 | Schematic diagram of crustal accretion at fast-spreading
centres based on melt inclusions analyses. The shallow melt lens (orange)
forms at the base of the sheeted dikes (grey) but would be deeper at JdFR
than at EPR. A deeper region of melt pooling (red) beneath the ridge
homogenizes fractional mantle melts before crystallization in the crust.
Melts may crystallize to variable degrees during ascent (dashed arrows) or
may ascend with little to no differentiation (solid arrows). Sills may form
within the lower crust; however, the formation of sills is not required to
explain the melt inclusions data.

crustal accretion processes and melt differentiation at MORs.
Using this method, we directly determine where within the crust
crystallization occurs and track the evolution ofmelts as they ascend
from the mantle through the crust. The ‘peak’ in the crystallization
distributions correlates remarkably well with the depth of the melt
lens across the different spreading rates. Our melt inclusion data
indicate that there are two regions of melt pooling beneath the
ridge axis and clearly show that homogenization is not restricted
to shallow magma chambers. This calls into question fundamental
assumptions regarding the magmatic plumbing systems beneath
fast-spreading MORs and the processes that lead to the relatively
limited lava compositions. Furthermore, this techniquemay be used
to determine if there are regions of melt homogenization at slower
spreading ridges, where seismic imaging of amagma lens is difficult.

Methods
A total of 163 naturally glassy, olivine-hosted, melt inclusions, host-olivines
and 12 associated glasses from the EPR and JdFR were analysed for major
element and volatile contents (Supplementary Tables S1, S2 and S4). A total
of 62 samples were measured for trace element concentrations (Table S3).
Volatile concentrations (H2O, CO2, F, S, Cl) were measured on each glassy
melt inclusion using the 1280 ion microprobe at WHOI. Analyses were run
using a Cs+ beam and following techniques described previously29. Calibration
curves were made for each measurement session and a MORB glass standard
(ALV-519-4-1) with compositions similar to the EPR and JdFR melt inclusions
was run routinely throughout the analyses to monitor instrumental drift. Major
element concentrations were measured on the JOEL electron microprobe at MIT,
using a 10 nA beam intensity, a 10 µm spot size, and a 15 kV accelerating voltage.
Compositions of host-olivines were also determined using an average of three
analyses per phenocryst, including measurements from the melt inclusion to the
grain boundary to look for evidence of compositional zoning. Trace element
contents were determined on a subset of samples using the 6f ion microprobe at
Arizona State University, following methods outlined in Shaw and colleagues21.
Analyses were conducted using a 10 nA focused beam of O� and energy filtering
(�75 eV offset) was applied.

In general, we find relatively low and uniform H2O concentrations at the
EPR (0.10–0.23 wt%) and JdFR (0.12–0.22 wt%), consistent with previous studies
of glasses17,18 and melt inclusions20 from fast- to intermediate-spreading ridges
(Fig. 1). By contrast, CO2 concentrations show considerable variability, with
values ranging from 127 to 1,770 ppm (Fig. 1). On the basis of volatile contents in
each melt inclusion, vapour-saturation pressures were calculated14 and converted
to crystallization depths, taking into account the overlying water pressure and
assuming a crustal density of 2.9 g cm�3. The combined accuracy and precision of

the volatile measurements result in a 2-� error of ⇠10%, which translates into
approximately±1 km in calculated crystallization depths.

Vapour saturation. A key to establishing whether vapour-saturation pressures
recorded by ourmelt inclusions reflect the conditions of in situ crystallization is that
melts migrating through the upper mantle and lower crust are not super-saturated
in CO2. Numerical models suggest that melts below MORs can be super-saturated
with CO2 by a factor of 1.5 at depths of⇠45 km (ref. 15). However, once this degree
of super-saturation is reached, bubble nucleation will initiate, resulting in rapid
bubble growth and degassing of CO2 until saturation is reached in the melt16. These
calculations suggest that super-saturated melts will equilibrate within one half
hour, and afterwards melts will remain at saturation as they migrate through the
mantle until they reach a crustal magma reservoir. Thus, melt inclusions formed
during this ascent should record the saturation pressures corresponding to where
the inclusion was trapped.

Once melts reach a shallow magma reservoir, however, greater degrees of
super-saturation may be required to initiate bubble growth16. Indeed, MOR glasses
erupted on the sea floor are often super-saturated, which is attributed to rapid
ascent of magmas from the crustal melt lens to the sea floor via dikes17–19. Such
rapid ascent rates are not typically considered appropriate for melt ascent below
the melt lens15; however, rapid ascent (and thus super-saturation) cannot be
ruled out. Therefore, to test the possibility that melts entering the melt lens are
super-saturated, we examined the maximum saturation pressures of erupted lavas
at a number of ridge segments (including those in our study) where the melt lens
has been determined seismically.

If super-saturated melts are entering shallow magma chambers, we would
expect that some of the glasses erupted from the chamber would preserve these
conditions. Compiling all MOR glasses from the EPR and JdFR with CO2 and
H2O data and known melt lens depths from PetDB, we find that none have
saturation pressures below the seismically imaged melt lens (Supplementary Fig.
S6). However, 25% of our melt inclusions indicate either deeper crystallization
or entrapment of super-saturated melts. It would seem rather fortuitous that no
basalts preserve these conditions but ⇠25% of the melt inclusions formed in the
same magma chambers preserve these signatures. Furthermore, if the relatively
high CO2 melt inclusions entrap super-saturated melts that ascended directly
from the mantle or lower crust to the melt lens, then we would expect that these
melts would also be less fractionated than melts that have equilibrated within
the melt lens. However, we observe no correlation between CO2 (or depth) and
Mg# (Supplementary Fig. S3). Therefore, we conclude that melt inclusions with
elevated saturation pressures are the result of entrapment of saturated melts at
various depths within the crust and not from entrapment of super-saturated
melts within the melt lens.
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Figure 1 |Volatile contents of MORmelt inclusions and glasses. CO2 (ppm) versus H2O (wt%) for melt inclusions (mi) and associated glasses from the
EPR (a) and JdFR (b): vapour-saturation curves (black lines) for a range of pressures (200–2,500 bars) calculated from Newman and Lowenstern30. No
melt inclusions or glasses have pressures greater than the sea floor (⇠250 bars; dashed black line), suggesting that the melts are not under-saturated.
Vapour-saturation calculations indicate a wide range of crystallization pressures from the sea floor to >2,500 bars. In contrast, erupted glasses have lower
pressures, ranging from the top of the melt lens to the sea floor.
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Figure 2 |Distribution of crystallization at the EPR and JdFR. Histograms showing the distribution of crystallization depths of melt inclusions from the EPR
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melt inclusions have crystallization pressures above the melt lens
(<5%), suggesting that little crystallization occurs during ascent to
the sea floor (Fig. 2).

A key assumption in using volatile concentrations to estimate
crystallization depths is that the melt inclusions are vapour-
saturated. Studies modelling bubble nucleation/growth suggest that
melts formed in the upper mantle become super-saturated with
CO2 by factors of up to 1.5 at depths of ⇠20–45 km (refs 15,16).
At these super-saturation ratios, calculations suggest that bubbles
nucleate rapidly, resulting in degassing of CO2 until vapour-
saturation is reached. In thesemodels, risingmelts remain saturated
until they reach the melt lens; however, super-saturation can occur
during the rapid ascent of magmas from the melt lens to the sea
floor15,17–19 (seeMethods). This is consistentwith vapour-saturation
pressures calculated for our host-glasses, which lie between themelt
lens and sea floor (Fig. 1). However, no glasses have saturation
pressures below the melt lens, suggesting that seafloor eruptions
are fed from the melt lens (Supplementary Fig. S6). In contrast,
magmas may have anomalously low vapour-saturation pressures if
the initial mantle melt was under-saturated. Olivine-hosted melt
inclusions erupted in the Siqueiros transform fault (EPR) suggest
that themid-ocean ridge basalt (MORB) sourcemantlemay include
an under-saturated component20; however, under-saturation is not

observed in other studies of volatiles in melt inclusions21 or basaltic
glasses17–19. We find no evidence for under-saturation in our data
set (all calculated pressures are greater than the corresponding
sea floor; Fig. 1), suggesting that melts originating beneath the
centre of a ridge segment are not under-saturated. Therefore,
we infer that the vapour-saturation pressures derived from our
melt inclusions provide a reasonable estimate of the pressure of
inclusion entrapment.

We use crystallization depths, combined with major and
trace element data to evaluate magma compositions before
homogenization in the melt lens and to assess melt evolution
during ascent through the crust (Fig. 3). Lavas erupted at fast-
spreading ridges generally have less compositional variability than
those from slow-spreading ridges; this is commonly attributed to
efficient homogenization of melts in shallow magma chambers
at fast-spreading ridges10–12. Melts entering the base of the crust
at all spreading rates, however, may have significant chemical
variability, reflecting compositions produced bymeans of fractional
melting over the entire melting regime9,22. Thus, this compositional
variability should be preserved in melt inclusions formed below or
in the absence of a melt lens. This hypothesis is supported by the
wide range of compositions observed in melt inclusions from the
Mid-Atlantic Ridge23 (MAR), which typically lacks a steady-state
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the 13!N segment lineated volcanic morphology
has formed close to the Marathon fracture zone
associated with high RMBA values.

7. Discussion

[37] Between the Fifteen-Twenty and Marathon
fracture zones there are a variety of seafloor
morphologies that we now recognize as signifi-
cantly rotated faults and core complexes. In the
following we review the diagnostic features of the
core complexes we have identified and attempt to
answer some of the questions they raise.

7.1. Fault Rotation and Detachment
Faulting

[38] We infer above that the 20–30! outward-
facing slopes in the 13!N and 15!N segments
(Figure 6) result from outward rotation of the
originally subhorizontal median valley floor while
the inward-facing slopes represent rotated normal
faults. Fault rotation by as much as 20! occurs
within 5 km of the volcanic axis, or <2 km from the
point of initiation of the fault (Figures 3, 4, 6, and

13a). Because the across-axis distance over which
the initial rotation occurs is small, the fault must be
steep at depth and roll over quickly with distance to
the axis.

[39] Significant footwall rotation has been inferred
from paleomagnetic data from drill sites in the
region. The Logachev massif and a topographic
high on the conjugate side of the axis show
rotations of 50!–80! at !1 My [Garces and Gee,
2007]. Just north of the Fifteen-Twenty fracture
zone, the footwall of the detachment at 15!450N
shows rotations of !40! [Carlut et al., 2006].
Significant rotation of a section of ocean crust
has also been documented from a drill hole off-
axis in the western North Atlantic [Schouten,
2002]. Buck [1988] has modeled this large and
rapid flexural rotation of steep normal faults with
an elastic thickness Te < 1 km; models with a
larger Te produce the same magnitude rotation but
at proportionally greater extension.

[40] If extension on a single fault continues for
more than about 5 km, the exhumed fault surface
flattens and domes as a result of regional isostatic
compensation [e.g., Buck, 1988] (Figure 13b). The

Figure 12. (a) Mantle Bouguer anomaly (MBA), which reflects both the mantle thermal structure and density
variations in the shallow lithosphere. (b) Residual mantle Bouguer anomaly (RMBA) calculated by removing the
thermal effect from the MBA. RMBA can be interpreted in terms of density variations of the shallow lithosphere. To
first order, the RMBA is a proxy for crustal thickness and therefore, of overall magmatic supply. (c) Residual crustal
thickness (RCT) calculated from the RMBA. Black dots: core complexes identified in Figure 7b. Black line:
spreading axis. Dashed lines: boundaries of the 14!N segment and in the south, the boundary between detachment-
fault-dominated terrain and volcanic terrain of the 13!N segment.

Geochemistry
Geophysics
Geosystems G3G3 smith et al.: fault rotation and core complex formation 10.1029/2007GC001699

16 of 23

Example:  MAR 13-16N

Increased magma supply at the segment center is reflected in reduced gravity 
due to warmer (less dense) crust as well as in the seafloor fabric.

5.4. Core Complexes Between the
Fifteen-Twenty and Marathon Fracture
Zones

[28] The core complexes we identified have several
diagnostic features. They are all backed by distinc-
tive outward-facing slopes ranging between 15!
and 35!. The outward-facing slopes are the backs
of linear ridges, which grade into flatter surfaces
towards the axis. Multiple outward-facing slopes
may be associated with a single core complex and
we infer that they represent a succession of rotated
normal faults that root into a single detachment
fault. Core complexes are elevated compared to the
surrounding seafloor. Corrugations may develop on
the exhumed footwall. Examples of the 45 core
complexes that we identified within our study
region (Figure 7) are shown in Figures 8 and 9.
The TAG core complex is shown in Figure 8c for
comparison.

[29] Core complexes are primarily observed within
the west flank of the 13!N segment and the east

flank of the 15!N segment (Figure 7). The west
flank of the 13!N segment has been dominated by
core complex formation for 100 km of spreading
(!8–9 My, assuming spreading has been symmet-
rical at !12 mm/yr half rate). On the less-exten-
sively mapped east flank of the 13!N segment we
identify a series of core complexes that have
formed at the northeastern boundary of the seg-
ment. In addition, two core complexes are identi-
fied in the southern part of the segment, and one
adjacent to the Marathon fracture zone. The east
flank of the 15!N segment has been dominated by
core complex formation for at least the last 5 My
(using the ages given by Fujiwara et al. [2003]).
On the west flank of the 15!N segment, core
complex massifs are primarily observed adjacent
to the Fifteen-Twenty transform.

6. Magnetization and Gravity

[30] In the following sections we examine the
geophysical field data to understand the controls

Figure 7. (a) Bathymetry between the Fifteen-Twenty and Marathon fracture zones. Black line: spreading axis.
(b) Bathymetry map as in (a). Black stars: core complexes identified in this study. Light black lines: boundaries of the
14!N segment and in the south the boundary between detachment fault dominated terrain and volcanic terrain in the
13!N segment based on bathymetry and a slope map derived from the bathymetry at a spatial scale of 450 m.

Geochemistry
Geophysics
Geosystems G3G3 smith et al.: fault rotation and core complex formation 10.1029/2007GC001699

11 of 23

the 13!N segment lineated volcanic morphology
has formed close to the Marathon fracture zone
associated with high RMBA values.

7. Discussion

[37] Between the Fifteen-Twenty and Marathon
fracture zones there are a variety of seafloor
morphologies that we now recognize as signifi-
cantly rotated faults and core complexes. In the
following we review the diagnostic features of the
core complexes we have identified and attempt to
answer some of the questions they raise.

7.1. Fault Rotation and Detachment
Faulting

[38] We infer above that the 20–30! outward-
facing slopes in the 13!N and 15!N segments
(Figure 6) result from outward rotation of the
originally subhorizontal median valley floor while
the inward-facing slopes represent rotated normal
faults. Fault rotation by as much as 20! occurs
within 5 km of the volcanic axis, or <2 km from the
point of initiation of the fault (Figures 3, 4, 6, and

13a). Because the across-axis distance over which
the initial rotation occurs is small, the fault must be
steep at depth and roll over quickly with distance to
the axis.

[39] Significant footwall rotation has been inferred
from paleomagnetic data from drill sites in the
region. The Logachev massif and a topographic
high on the conjugate side of the axis show
rotations of 50!–80! at !1 My [Garces and Gee,
2007]. Just north of the Fifteen-Twenty fracture
zone, the footwall of the detachment at 15!450N
shows rotations of !40! [Carlut et al., 2006].
Significant rotation of a section of ocean crust
has also been documented from a drill hole off-
axis in the western North Atlantic [Schouten,
2002]. Buck [1988] has modeled this large and
rapid flexural rotation of steep normal faults with
an elastic thickness Te < 1 km; models with a
larger Te produce the same magnitude rotation but
at proportionally greater extension.

[40] If extension on a single fault continues for
more than about 5 km, the exhumed fault surface
flattens and domes as a result of regional isostatic
compensation [e.g., Buck, 1988] (Figure 13b). The

Figure 12. (a) Mantle Bouguer anomaly (MBA), which reflects both the mantle thermal structure and density
variations in the shallow lithosphere. (b) Residual mantle Bouguer anomaly (RMBA) calculated by removing the
thermal effect from the MBA. RMBA can be interpreted in terms of density variations of the shallow lithosphere. To
first order, the RMBA is a proxy for crustal thickness and therefore, of overall magmatic supply. (c) Residual crustal
thickness (RCT) calculated from the RMBA. Black dots: core complexes identified in Figure 7b. Black line:
spreading axis. Dashed lines: boundaries of the 14!N segment and in the south, the boundary between detachment-
fault-dominated terrain and volcanic terrain of the 13!N segment.
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MOR Lava Flows

Mid-Atlantic Ridge, 14˚N, 4000 mbsl



Role of water in submarine basaltic eruptions

Our calculations indicate that the
isotherms that define the cooled
layers deepen more quickly (by
approximately 25%) when the lava
emplaces into water, assuming an
identical temperature of 5!C in
both environments (water and air).
In air, the depth of the 800 and
1070!C isotherms is approximately
38 cm and 75 cm below the lava
surface after 48 h of cooling. These
values are similar (within a few
centimeters) to values measured
directly by Hon et al. [1994] during
subaerial Pahoehoe flow inflation
at Kilauea. In water, due to more
efficient cooling, the depth of the
800 and 1070!C isotherms reap-
proximately 55 and 105 cm below

the lava surface after 48 h of cooling. To the extent that thicker crust results in greater strength, the ability of a
lava flow to inflate is likely enhanced in subaqueous over subaerial environments. For similar extrusion rates, this
would prevent outbreaks occurring at the margins, and result in an increased hydrostatic pressure within the
lava core, promoting a greater maximum inflation of the entire flow.

6.3. Mechanical Effect of Water During Lava Emplacement
In water, the effective gravity force acting on a flow is reduced compared to the subaerial environment
[Fink and Griffiths, 1990], due to the lower density difference between the lava and the water. The reduced
gravity (g0) is given by:

g
0
5g
ðqlava2qwaterÞ
ðqlava2qairÞ

(7)

where g is the acceleration due to gravitational forces, qwateris the density of the water, and qlava is lava den-
sity, pair is air density, which is negligible with respect to lava and water density.

For a 1000 m deep submarine environment, seawater at a temperature of 0!C has a density of 1 046 kg
m23. With a lava density of 2.6 g cm23, the effective gravity is 5.93 m s22. For a shallow, subaqueous envi-

ronment, fresh water at a tem-
perature of 0!–10!C has a density
of 999.8 kg m23. With the same
lava density as above, the effec-
tive gravity is 6.03 m s22. The
buoyancy force countering the
effect of the gravity is thus signif-
icantly higher in water, whether
in the deep marine environment
or in the shallow waters of a lake
or a river. The presence of water
that fully submerges the
emplaced lava will thus greatly
increase the ability of a lava to
inflate. A similar result was
reached by Gregg and Fornari
[1998], who calculate that a
deep-sea basalt flow should be

Figure 18. Depth of isotherms 800!C and 1070!C calculated for a lava emplaced in air
(hcref value of 10 W m22 K21), showing the influence of the lava thermal conductivity k
(here ranging from 1.5 to 2.1 W m21 K21) on the deepening of the cooling front of the
10 m thick lava flow emitted at a temperature of 1140!C.

Figure 19. Effect of a glassy crust up to 5 cm thick on the depth of the 800!C and
1070!C isotherms in a lava flow emitted at a temperature of 1140!C after 120 h of cool-
ing, with the glass layer installed at t 5 0. A heat transfer coefficient (hcref) value of 500 W
m22 K21 and thermal conductivities of 1.25 for the glass and 2.5 W m21 K21 for the lava
have been set for these calculations.

Geochemistry, Geophysics, Geosystems 10.1002/2014GC005274

DESCHAMPS ET AL. VC 2014. American Geophysical Union. All Rights Reserved. 2146

whose tensile strength is able to
retain the incoming lava. Even if
this primary mechanism is similar
in both types of environments,
one or several key parameters
influencing lava emplacement
dynamics necessarily differ. In
the section 6, we investigate the
role of water during eruption in
lava flow shaping.

6. The Role of Water in
Lava Dynamics

The eruption temperature and
the rate of heat loss from the sur-
face control the formation and
the thickening of this cooled
layer, and together with the
extrusion rate and the melt vis-
cosity, the flow advance and

morphology [Griffiths and Fink, 1992b]. As lava initial temperature and composition are fairly identical for all
the lava flows addressed in this study, i.e., olivine tholeiites, the most obvious difference that appears here
is the emplacement of lava in a subaerial or a subaqueous environment. We compare the theoretical heat
loss of a lava flow erupting in subaerial and subaqueous environments. Cooling controls the thickness of
the upper brittle and viscoelastic layers, and thus likely partly controls the lava inflation process. A more effi-
cient lava cooling in ‘‘wet’’ environments may result in the development of a thicker (hence stronger) upper
cooled layer, which resists continued movement of the flow, whereas a thinner layer developing in aerial
environment may favor lobe breakouts since internal pressure more rapidly exceeds its tensile strength.
The ability of a lava flow to inflate depends on the tensile strength of the viscoelastic and brittle upper
layers at the flow surface [e.g., Hon et al., 1994]. Below, we compare the development of these layers in air
and water with a simple model of cooling in one dimension, by computing the deepening of the 1070!C
and 800!C isotherms that define the bases of the viscoelastic and brittle layers, respectively.

6.1. Heat Loss of Lava Cooling in Air and Water
In air, the heat transfer from the lava into atmosphere occurs mostly through radiative cooling, which far
exceeds the heat loss by other mechanisms, especially at high temperatures [Dragoni, 1989; Keszthelyi and
Denlinger, 1996; Harris and Rowland, 2001; Patrick et al., 2004]. The radiative heat transfer can be expressed
using the Stefan-Boltzmann equation:

Qr5reðT 4
l 2T 4

ambÞ (1)

where Qr is radiative heat flux, r is Stefan-Boltzmann constant (5.670 3 1028 W m22 K24), and e is emissivity
of the lava surface (generally 0.90 for basalt) [e.g., Kahle et al., 1988; Crisp and Baloga, 1990; Salisbury and
D’Aria, 1994], Tl is the temperature of the surface of the flow, and Tamb is the ambient air temperature [Kreith
et al., 1993]. Based on this equation (1), the radiative heat loss of a basalt flow initially erupted at $1140!C
ranges from 2.3 3 103 to 1.4 3 105 W m22 for a surface temperature ranging from 200 to 1000!C.

Convective heat transfer in a fluid (air or water here) occurs when temperature gradients are sufficient to
generate fluid motion. Convective heat loss can be described by Newton’s law of cooling:

Qc5hcðTl– TambÞ (2)

where Qc is the convective heat flux, Tl is the temperature of the lava surface, Tamb is the ambient (air or
water) temperature, and hc is the heat transfer coefficient, which describes the convective vigor. A low fluid
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Figure 15. Range of inflation heights for plateaus in different settings. Submarine inflated
flows (EPR, East Pacific Rise) are separated from the subaqueous (Western US, Iceland)
such as ESRP (Eastern Snake River Province) flows. Mull and CRB (Columbia River Basalts)
flows are represented as their own categories as they are potentially different (i.e., much
longer lived eruptions, confined in topographic depressions).
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fluid [e.g., James et al., 2004]. Cooling of the flow unit forms a brittle crust at the surface when the tempera-
ture drops below 800–900!C [e.g., Ryan and Sammis, 1981; Wright and Okamura, 1977; Hoblitt et al., 2012].
As the cooling front progresses inward, the zone of crystallization thickens, forming a viscoelastic skin
whose yield strength is able to retain the incoming lava. The thickness of the skin depends on the depth of
the "1070!C isotherm [e.g., Hon et al., 1994; James et al., 2004]. The positive correlation between the thick-
ness of this crust and the square root of time during which inflation occurs is described by Hon et al. [1994],
based on direct measurements from the Kupaianaha basaltic lava field, Hawaii.

3. Inflated Flows at the East Pacific Rise

Lava flows at the summit of the East Pacific Rise (EPR) between 15!220N and 16!150N have been mapped
during the 2010 PARISUB cruise using the R/V L’Atalante, the Autonomous Underwater Vehicle (AUV)
AsterX, and the manned submersible Nautile (Ifremer; Figure 1). Near-bottom, high-resolution (1 m 3 1 m
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Figure 1. High-resolution bathymetry acquired by the Autonomous Underwater Vehicle Aster-X (Ifremer) of the summit of the East Pacific
Rise at 16!N, showing inflated lava lobes, inflation plateaus, and pressure ridges. A bathymetric profile across an inflation plateau, "550 m
in diameter and "8 m in height, is shown. It basin-sag surface shape likely reflects flow deflation.

Geochemistry, Geophysics, Geosystems 10.1002/2014GC005274

DESCHAMPS ET AL. VC 2014. American Geophysical Union. All Rights Reserved. 2130

Deschamps et al., 2014

East Pacific 
Rise, 16˚N

• Reduced gravity (increased flow thickness by 30% to 50%) 
• Cooling rates (empirically & theoretically higher in H2O) 
• Potential for fragmentation (will return to this topic) 
• Chemical influence (incorporation of sea-H2O)



Role of water in submarine basaltic eruptions

whose tensile strength is able to
retain the incoming lava. Even if
this primary mechanism is similar
in both types of environments,
one or several key parameters
influencing lava emplacement
dynamics necessarily differ. In
the section 6, we investigate the
role of water during eruption in
lava flow shaping.

6. The Role of Water in
Lava Dynamics

The eruption temperature and
the rate of heat loss from the sur-
face control the formation and
the thickening of this cooled
layer, and together with the
extrusion rate and the melt vis-
cosity, the flow advance and

morphology [Griffiths and Fink, 1992b]. As lava initial temperature and composition are fairly identical for all
the lava flows addressed in this study, i.e., olivine tholeiites, the most obvious difference that appears here
is the emplacement of lava in a subaerial or a subaqueous environment. We compare the theoretical heat
loss of a lava flow erupting in subaerial and subaqueous environments. Cooling controls the thickness of
the upper brittle and viscoelastic layers, and thus likely partly controls the lava inflation process. A more effi-
cient lava cooling in ‘‘wet’’ environments may result in the development of a thicker (hence stronger) upper
cooled layer, which resists continued movement of the flow, whereas a thinner layer developing in aerial
environment may favor lobe breakouts since internal pressure more rapidly exceeds its tensile strength.
The ability of a lava flow to inflate depends on the tensile strength of the viscoelastic and brittle upper
layers at the flow surface [e.g., Hon et al., 1994]. Below, we compare the development of these layers in air
and water with a simple model of cooling in one dimension, by computing the deepening of the 1070!C
and 800!C isotherms that define the bases of the viscoelastic and brittle layers, respectively.

6.1. Heat Loss of Lava Cooling in Air and Water
In air, the heat transfer from the lava into atmosphere occurs mostly through radiative cooling, which far
exceeds the heat loss by other mechanisms, especially at high temperatures [Dragoni, 1989; Keszthelyi and
Denlinger, 1996; Harris and Rowland, 2001; Patrick et al., 2004]. The radiative heat transfer can be expressed
using the Stefan-Boltzmann equation:

Qr5reðT 4
l 2T 4

ambÞ (1)

where Qr is radiative heat flux, r is Stefan-Boltzmann constant (5.670 3 1028 W m22 K24), and e is emissivity
of the lava surface (generally 0.90 for basalt) [e.g., Kahle et al., 1988; Crisp and Baloga, 1990; Salisbury and
D’Aria, 1994], Tl is the temperature of the surface of the flow, and Tamb is the ambient air temperature [Kreith
et al., 1993]. Based on this equation (1), the radiative heat loss of a basalt flow initially erupted at $1140!C
ranges from 2.3 3 103 to 1.4 3 105 W m22 for a surface temperature ranging from 200 to 1000!C.

Convective heat transfer in a fluid (air or water here) occurs when temperature gradients are sufficient to
generate fluid motion. Convective heat loss can be described by Newton’s law of cooling:

Qc5hcðTl– TambÞ (2)

where Qc is the convective heat flux, Tl is the temperature of the lava surface, Tamb is the ambient (air or
water) temperature, and hc is the heat transfer coefficient, which describes the convective vigor. A low fluid
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Figure 15. Range of inflation heights for plateaus in different settings. Submarine inflated
flows (EPR, East Pacific Rise) are separated from the subaqueous (Western US, Iceland)
such as ESRP (Eastern Snake River Province) flows. Mull and CRB (Columbia River Basalts)
flows are represented as their own categories as they are potentially different (i.e., much
longer lived eruptions, confined in topographic depressions).

Geochemistry, Geophysics, Geosystems 10.1002/2014GC005274

DESCHAMPS ET AL. VC 2014. American Geophysical Union. All Rights Reserved. 2142

whose tensile strength is able to
retain the incoming lava. Even if
this primary mechanism is similar
in both types of environments,
one or several key parameters
influencing lava emplacement
dynamics necessarily differ. In
the section 6, we investigate the
role of water during eruption in
lava flow shaping.

6. The Role of Water in
Lava Dynamics

The eruption temperature and
the rate of heat loss from the sur-
face control the formation and
the thickening of this cooled
layer, and together with the
extrusion rate and the melt vis-
cosity, the flow advance and

morphology [Griffiths and Fink, 1992b]. As lava initial temperature and composition are fairly identical for all
the lava flows addressed in this study, i.e., olivine tholeiites, the most obvious difference that appears here
is the emplacement of lava in a subaerial or a subaqueous environment. We compare the theoretical heat
loss of a lava flow erupting in subaerial and subaqueous environments. Cooling controls the thickness of
the upper brittle and viscoelastic layers, and thus likely partly controls the lava inflation process. A more effi-
cient lava cooling in ‘‘wet’’ environments may result in the development of a thicker (hence stronger) upper
cooled layer, which resists continued movement of the flow, whereas a thinner layer developing in aerial
environment may favor lobe breakouts since internal pressure more rapidly exceeds its tensile strength.
The ability of a lava flow to inflate depends on the tensile strength of the viscoelastic and brittle upper
layers at the flow surface [e.g., Hon et al., 1994]. Below, we compare the development of these layers in air
and water with a simple model of cooling in one dimension, by computing the deepening of the 1070!C
and 800!C isotherms that define the bases of the viscoelastic and brittle layers, respectively.

6.1. Heat Loss of Lava Cooling in Air and Water
In air, the heat transfer from the lava into atmosphere occurs mostly through radiative cooling, which far
exceeds the heat loss by other mechanisms, especially at high temperatures [Dragoni, 1989; Keszthelyi and
Denlinger, 1996; Harris and Rowland, 2001; Patrick et al., 2004]. The radiative heat transfer can be expressed
using the Stefan-Boltzmann equation:

Qr5reðT 4
l 2T 4

ambÞ (1)

where Qr is radiative heat flux, r is Stefan-Boltzmann constant (5.670 3 1028 W m22 K24), and e is emissivity
of the lava surface (generally 0.90 for basalt) [e.g., Kahle et al., 1988; Crisp and Baloga, 1990; Salisbury and
D’Aria, 1994], Tl is the temperature of the surface of the flow, and Tamb is the ambient air temperature [Kreith
et al., 1993]. Based on this equation (1), the radiative heat loss of a basalt flow initially erupted at $1140!C
ranges from 2.3 3 103 to 1.4 3 105 W m22 for a surface temperature ranging from 200 to 1000!C.

Convective heat transfer in a fluid (air or water here) occurs when temperature gradients are sufficient to
generate fluid motion. Convective heat loss can be described by Newton’s law of cooling:

Qc5hcðTl– TambÞ (2)

where Qc is the convective heat flux, Tl is the temperature of the lava surface, Tamb is the ambient (air or
water) temperature, and hc is the heat transfer coefficient, which describes the convective vigor. A low fluid
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Figure 15. Range of inflation heights for plateaus in different settings. Submarine inflated
flows (EPR, East Pacific Rise) are separated from the subaqueous (Western US, Iceland)
such as ESRP (Eastern Snake River Province) flows. Mull and CRB (Columbia River Basalts)
flows are represented as their own categories as they are potentially different (i.e., much
longer lived eruptions, confined in topographic depressions).
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Fig. 5. Comparison of the cooling rates of the 74220,867 lunar orange glass beads 
with those of terrestrial natural glasses. The data for terrestrial glasses are from: 
Wilding et al. (2000), Potuzak et al. (2008), and Nichols et al. (2009) for submarine 
quenched glass; Wilding et al. (1995, 1996a), Gottsmann and Dingwell (2001, 2002), 
and Xu and Zhang (2002) for subaerial quenched glass; Wilding et al. (2004) for 
subglacial quenched glass; Wilding et al. (1996b) for tektite.

et al., 2008). The average cooling rate of 101 K/min obtained for 
74220,867 volcanic glass beads using calorimeter is close to the 
lower end of this range. There are two possibilities to account for 
this small difference. One is that different glass beads may have 
cooled down at different rates. The second possibility could be that 
101 K/min is an average cooling rate of thousands of glass beads at 
the glass transition. In contrast, the range of cooling rates obtained 
from volatile diffusion modeling is that above the glass transition 
(Saal et al., 2008).

5.2. Comparison of cooling rates of natural silicate glasses

Theoretical calculations have shown that cooling media (i.e., 
environment) and sample size are the most important factors 
that control the cooling rate of a melt (Birnie and Dyar, 1986). 
Biot number, a dimensionless quantity, can be used to determine 
whether the temperatures vary significantly inside the cooling 
melt. Experiments have demonstrated that for mm-size samples 
quenched in water, the Biot number of the melt is >1 and the 
cooling rate is inversely correlated to the distance from the surface 
within a sample, whereas mm-size and smaller samples quenched 
in air, the melt Biot number is <0.1 and the cooling rate in each 
sample is uniform (Xu and Zhang, 2002). Hence, for a small glass 
bead (typically sub-mm size), the melt cooling rate in each droplet 
is uniform and controlled by heat transfer in the cooling media 
instead of heat conduction in the melt. The uniform cooling rate 
depends on the size of the droplet. In addition, for cooling in a 
gas medium, the uniform cooling rate also depends on the tem-
perature difference between the droplet and the ambient gas, and 
the heat transfer coefficient of the gas medium. For cooling in a 
vacuum, the cooling is by radiation and the rate depends on the 
emissivity of the droplet.

Laboratory experiments and theoretical calculations have dem-
onstrated that different cooling media result in different glass cool-
ing rates (e.g., Birnie and Dyar, 1986; Xu and Zhang, 2002). Vol-
canic eruptions on Earth have occurred in different environments. 
Due to the complexity of natural environments, the terrestrial vol-
canic glasses have recorded a wide range of cooling rates, over 
several orders of magnitude (Fig. 5). The cooling rates of glasses 
recorded for different environments overlap (Fig. 5). Based on the 

limited data available, cooling rates are highest for submarine vol-
canic glasses cooled in water, and lower for subaerial and sub-
glacial volcanic glasses. The cooling rate of the 74220,867 volcanic 
glass beads is close to the upper end of the range of cooling rate 
of subaerially erupted glasses (0.00072–6.3 K/min of obsidian of 
Mayor Island, Gottsmann and Dingwell, 2002; 0.0014–4 K/min of 
volcanic glasses, Wilding et al., 1995; 0.038–0.18 K/min of rhyo-
lite of Lipari, Gottsmann and Dingwell, 2001; 0.0048–600 K/min 
of Tenerife glasses, Wilding et al., 1996a; 0.24–3300 K/min of py-
roclasts of Mono Craters, Xu and Zhang, 2002), as are the cooling 
rates of tektites (60–600 K/min of tektites, Wilding et al., 1996b) 
(Fig. 5).

5.3. Estimation of atmospheric conditions on the early Moon

The cooling rate of 101 K/min of the 74220,867 orange vol-
canic glass beads inferred from their heating C p curves clearly 
shows that these glass beads were not cooled in the vacuum that 
now surrounds the Moon. Cooling rates during “free-flight” in vac-
uum can be as high as 8 · 104 K/min for melt droplets 160 µm in 
diameter based on theoretical calculations (Arndt and von Engel-
hardt, 1987). The physical properties of the cooling media as well 
as those of the melt will affect the cooling rate (Xu and Zhang, 
2002). These properties include thermal conductivity, viscosity and 
density of the cooling media that are temperature dependent and 
could have opposite effects on glass cooling rate (e.g., Xu and 
Zhang, 2002). Therefore, it is difficult to discern the effect of each 
individual property on glass cooling rate without knowledge of 
how they are correlated. Nonetheless, based on the comparison be-
tween the cooling rates of the 74220,867 glass beads and the ter-
restrial volcanic glasses, the lunar glass beads were likely quenched 
in a hot gaseous media (Fig. 5). Geochemical evidence also demon-
strates that these lunar volcanic glass beads originated from fire 
fountain eruptions on the Moon’s surface (e.g., Heiken et al., 1974; 
Meyer et al., 1975; Heiken and McKay, 1977; Reed et al., 1977; 
Clanton et al., 1978), which is consistent with our inference from 
the cooling rates of the orange glass beads.

The present lunar atmosphere has a low density and is actu-
ally defined as an exosphere (Stern, 1999; Needham and Kring, 
2017). However, the results from the heat capacity measurements 
of 74220,867 glass beads indicate there was at least a short-lived 
thicker lunar “atmosphere” in the vicinity of the Apollo 17 orange 
glass eruption. During the early stages of the Moon formation, an 
early atmosphere may have mainly consisted of volatiles degassed 
from the crystallizing magma ocean (Saxena et al., 2017). It has 
also been proposed that degassing from the peak of mare volcan-
ism could have also established a temporary thicker atmosphere 
(Needham and Kring, 2017) and the peak of such volcanic activ-
ity has been estimated to be around 3.5 Ga (Neal, 2017; Needham 
and Kring, 2017). The existence of gas inferred from the cooling 
rate of 74220,867 glass beads, which formed at the peak stage 
of mare volcanism (Huneke, 1978; Tera and Wasserburg, 1976;
Neal, 2017), is consistent with (though does not require) such a 
thicker atmosphere. Therefore, both the lunar magma ocean and 
mare volcanism may have played important roles in establishing a 
collisionally thick atmosphere around the Moon at various stages 
during the early history of the Moon (e.g., Needham and Kring, 
2017; Saxena et al., 2017). It is unclear which volatiles were ma-
jor constituents of the early atmosphere. Volatile metals (Saxena 
et al., 2017) and CO–S–H2O (Needham and Kring, 2017) have been 
proposed and it is possible that the composition of early lunar at-
mosphere changed both temporally and spatially. However, water 
has been detected in lunar rocks of different ages, from old ferroan 
anorthosite to young mare volcanic glass beads, although signif-
icant amounts of water were lost due to the degassing of their 
parental magmas (e.g., Saal et al., 2008; Hui et al., 2013, 2017). 

Potuzak et al., 20xx; Nichols et al, 20xx; Hui et al., 2018

Measured cooling ratePredicted cooling

Deschamps et al., 2014

Radiative heat flux

Convective heat flux

Boltzmann constant ~ 10-8

Emissivity ~ 1 in air

                      ~ 0 in water

hcref (air) ~ 5-15 W m-2 K-1

hcref (water) ~ 100-1000 W m-2 K-1

roughly 30% thicker than an
identical subaerial one. Hence,
considering only the magma
driving pressure (pushing up the
lava flow) and the gravity forces
per unit of the flow surface, at
equilibrium (i.e., when the lava
flow stops inflating), Newton’s
First law leads to:

zair

zwater
5

qlava2qwaterð Þ
qlava2qairð Þ (8)

where z is the maximum lava
flow height in air and in water
and q the density of lava, water,
and air.

Equation (8) shows that for the
same magma driving pressure,

the buoyancy equilibrium occurs for a thicker (by 60%) lava flow when emplaced in water. In water, buoy-
ancy thus increases the ability of a lava to swell vertically by 50%–64% depending on the lava density
(2.600–3.00 g cm23, i.e., the density of liquid and solid basalts, respectively), for a similar driving pressure,
regardless of the water column height and the thermodynamic effects addressed in the previous
paragraph.

7. Conclusion

Our morphological study of inflated flows in different environments (air, lake, river, East Pacific Rise) reveals
different geometries of inflated flows depending upon whether their deposition is in a subaqueous or in
subaerial environment. Inflated structures in subaqueous environments are remarkably similar to each other
in terms of geometry and size, and are characterized by tumuli with lengths up to 55 m and heights up to
10 m, pressure ridges that reach 2 km in length and 11 m in height. Inflation plateaus have diameters up to
1.2 km and heights up to 15 m. In contrast, lava inflation in aerial environments forms features that are typi-
cally less than few meters in height, and few hundred meters in length (most often few tens meters). This
indicates that the water plays a major role in lava shaping, likely acting on the eruption dynamics.

Based on the equation of heat diffusion, we demonstrate that a more efficient cooling of a lava flow in
water than in the air, due to vigorous convection and efficient heat transfer, leads to the development of a
thicker (by approximately 25%) crust at the surface of the flow, composed of a brittle part and a visco-
elastic part, the base of which being defined by the isotherms 800#C and 1070#C, respectively. Such a
thicker crust in water has more strength to retain the lava than in subaerial environment, counteracting
more efficiently the internal hydrostatic pressure of the flow, thus limiting breakouts of lava to form new
lobes and promoting lava swelling. We show that the glassy rind that forms rapidly at the surface of the
flow due to lava chilling, has only a minor influence on the depth of the cooling front (only by a few centi-
meters). In addition, we show that buoyancy increases the ability of a lava to swell by 60% on the condition
the lava flow is fully submerged, whatever the water depth, with no thermodynamic consideration.

The presence of water can thus explain that inflated features such as tumuli, inflation plateaus, and pressure
ridges are 2–3 times higher in subaqueous environments, enhanced cooling and buoyancy in water pro-
moting lava swelling. However, we have considered in this comparative study that lava flows in air and
water are similar in terms of composition, viscosity, temperature, for example, and are emplaced in the
same conditions (same driving pressure) which may be valid at the first order only. Further studies are
required to compute the heat exchange and progress toward thermal equilibrium when other factors are
considered such as vesiculation, viscous dissipation, thermal conductivity changes, conductive cooling at
the flow base, and latent heat of crystallization under varying ambient conditions existing in the eruptive

Figure 20. Depth of 800#C and 1070#C isotherms within a 10 m thick lava flow cooling in
air and in water. See Table 2 for values of parameters used in the equation of heat
diffusion.
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• Reduced gravity (increased flow thickness by 30% to 50%) 
• Cooling rates (empirically & theoretically higher in H2O) 
• Potential for fragmentation (will return to this topic) 
• Chemical influence (incorporation of sea-H2O)
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Volcanic Morphology

Mid-ocean ridge eruptions produce lava flows with a variety of morphologies. Pillows produce short, thick flows 
(i.e., mounds and hummocks), lobates produce broad, moderate relief flows, sheets produce flat, featureless 
flows. The differences are dictated largely by the effusion rate of the eruption. 
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wood, 1978). For Hawaiian submarine pil-
lows whose emplacement rates were esti-
mated from video, 0.1 , C , 1.0 (Fink and
Griffiths, 1990), consistent with the limit of
C , 3 imposed by laboratory simulations.

Laboratory experiments show that pillows
become larger and flatter as effusion rate
and slope increase, and/or cooling rate de-
creases, eventually attaining dimensions
similar to those of the entire flow, and re-
sulting in rifted flows with 3 , C , 13.
Rifted flows contain flow-parallel crustal
stringers, produced when liquid wax comes
out from beneath a solid carapace with a
ragged edge, causing differential solidifica-
tion of the flow surface. This process, also
seen on subaerial lava lakes, may cause
grooves on the solidifying surfaces of sub-
marine lava flows. Submarine lineated sheet
flows are covered with parallel striations
that we infer form aligned with flow direc-
tion (Fig. 2G), similar to flow-parallel struc-
tures observed in the laboratory.

Laboratory flows resembling submarine
lobate flows (Fig. 2D) result from effusion
rates and/or cooling rates that are interme-
diate between pillowed and rifted flows. Be-
cause of their transitional nature, we have
not assigned lobate flows a specific range of
C values. Laboratory observations imply
that submarine lobate flows form in a man-
ner similar to pillowed flows. However, the
crust swells without cracking to accommo-

date additional lava because local effusion
rate is similar to the crustal growth rate, and
no surface striations are produced.

With increasing effusion rates, rifted (lin-
eated) wax and lava flows develop regularly
spaced surface folds (Fig. 2K) with 13 , C
, 25. Most folds on submarine flow surfaces
are not as regularly spaced as those seen in
the laboratory (Fig. 2L). Surfaces of some
jumbled sheet flows, which are lavas covered
by crustal fragments, include many folded
pieces, suggesting that some jumbled flows
may evolve from folded flows. An advancing
folded flow may undergo increased shear
stresses and/or its crust may thicken by cool-
ing, preventing the surface from deforming
plastically. It then fractures, giving a jum-
bled morphology. Jumbled sheet flows ex-
hibit a wide variety of clast shapes and sizes,
reflecting various conditions in which shear
stresses overcome the coherence of the sur-
face crust (Fig. 2M).

Further reducing laboratory crustal
growth rates results in leveed flows, in which
high flow velocities prevent crust formation
except at stagnant margins. In subaerial ba-
salt flows, high shear stresses relative to
crustal growth rates result in aa flows (Kil-
burn, 1990), which are characterized by frag-
mented surfaces confined by lateral levees.
These similarities suggest that submarine
jumbled sheet flows may form under condi-
tions (C . 25) that lead to laboratory leveed

flows and subaerial aa flows (Griffiths and
Fink, 1992b).

QUANTIFICATION OF EFFUSION
RATES

If submarine lava flow types can be quan-
tified in terms of C, then we can estimate
eruption rates when compositional and top-
ographic information are available. As a
test of the method, we used photographic
and video data collected from the CoAxial
event, an eruption on the Juan de Fuca
Ridge in June 1993. The region was teleseis-
mically active from June 26 to July 13, 1993
(Dziak and Fox, 1993; Fox, 1993). The flow
was not active when investigated using
ROPOS on July 8, 1993, giving a maximum
emplacement time of 14 days (Chadwick
and Embley, 1993). SeaBeam bathymetry
collected before and after the eruption
shows that the flow has a volume of 5.0 3
10

6
m3, and was emplaced on a north-south–

oriented ridge, with a 108 slope to the west
and a 308 slope to the east (Chadwick and
Embley, 1993). Geochemical analyses of
hand samples indicate that flow viscosity was
;103 Pa · s, and eruption temperature was
;1170 8C (M. Perfit, 1993, personal com-
mun.). The flow consists of broad, flattened,
smooth lobes near the center of the ridge;
flow margins are dominated by striated pil-
lows and elongate, knobby lobes. This mor-
phology suggests conditions corresponding
to a transition from pillows to lineated
sheets (C ; . 3) on both 108 and 308 slopes,
as well as in the relatively flat interior
(Fig. 3).

Although the CoAxial flow may have
been emplaced from a point source, teleseis-
mic data suggest that it was initially extruded
from a dike that had propagated northward
from the epicentral region (Dziak and Fox,
1993). Basaltic fissure eruptions observed in
Iceland (e.g., Wadge, 1981) and Hawaii
(e.g., Wolfe et al., 1988) commonly begin
with magma being supplied along the entire
length of the fissure, subsequently converg-
ing to a single source within a few hours. We
assume that the CoAxial flow was fed by a
fissure, originally 2500 m long (based on
flow length) and between 1 and 3 m wide
(Delaney and Pollard, 1982), that reduced
to a single vent within 1 h. These assump-
tions give volumetric effusion rates of ;100
m3/s (Fig. 3) and an emplacement time of
;10 d, over half of the flow volume emerg-
ing within the first 2 h. These time estimates
correlate well with those computed from
teleseismic data (Dziak and Fox, 1993; Em-
bley et al., 1993), and the eruption rates are
comparable to those reported for subaerial
Icelandic fissure eruptions (e.g., Wadge,
1981).

Figure 3. Effusion rate, lava viscosity (h), and flow morphology for basalts emplaced on sea
floor on 10° slope. Dashed lines indicate linear source (qo, lava extruded per unit length); solid
lines indicate point source (Qo). As slope increases, lines of constant C move downward to
right. Solid dots represent observed submarine pillows (Sansone, 1990) with assumed vis-
cosities. Solid bar indicates possible range of effusion rates for CoAxial flow, determined from
morphology and underlying slope.
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Morphology and spreading rate

Eruption properties (generally) scale with spreading rate. Lower spreading rates 
produce more pillows, greater spreading rates produce more sheet flows.
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Table 1
Volatile contents and vesicles populations in samples from 2005–06 EPR lava flowa.

Sample Flow distance 
(m)

CO2
b

(ppm)
CO2

c

(ppm)
H2Ob

(wt.%)
H2Oc

(wt.%)
Vesicularityd

(vol.%)
NV

d

(cm−3)
Average diameterd

(µm)
nd

J268-05 0 293.2 327 ± 25 0.180 0.19 ± 0.01 0.005 105.21 7 ± 3 231
J268-09 0 288.1 284 ± 59 0.150 0.17 ± 0.02 0.012 105.11 9 ± 5 1799
J268-10 80 295.1 251 ± 24 0.151 0.16 ± 0.01 – – – –
J268-11 337 281.1 – 0.182 – – – – –
J268-12 601 286.9 – 0.117 – – – – –
J268-13 685 276.3 – 0.167 – – – – –
J268-14 802 294.0 – 0.171 – – – – –
J268-15 1016 261.0 – 0.162 – 0.066 105.58 11 ± 7 4433
J268-16 1270 275.3 – 0.177 – – – – –
J268-17 1450 189.8 – 0.178 – – – – –
J268-18 1500 216.8 – 0.170 – 0.35 106.25 10 ± 8 24016
J268-19 1515 184.2 – 0.169 – – – – –
J268-20 1695 179.1 – 0.182 – 0.33 105.27 23 ± 15 29713
J268-22 2207 162.8 – 0.193 – 0.37 106.05 9 ± 10 27746
J268-23 2378 165.6 – 0.189 – 0.44 106.47 7 ± 7 12534

a See Soule et al. (2012) for complete sample collection information. Flow distances are measured relative to the ridge axis.
b Dissolved CO2 and H2O contents reported in Soule et al. (2012), analyzed by secondary-ion mass spectrometry (SIMS). Uncertainties (2σ ) are 10%.
c Dissolved CO2 and H2O contents measured in this study by Fourier Transform Infrared Spectrometry (FTIR), with lo uncertainties listed.
d Vesicularity (in vol.%), number density (NV , in cm−3), and average vesicle diameter (in µm) by this study from measuring n number of vesicles in combined analysis of 

samples in thin section and with high-resolution computed X-ray tomography (HR-XCT). See Appendix A for details.

Fig. 2. Representative photomicrographs of natural and experimental samples.
a) Photomicrograph of J268-18 showing vesicles in brown glass; b) rendition of 
sub-volume (∼0.37 mm3) of high-resolution X-ray computed tomography scan of 
J268-18; c) photomicrograph of experiment M16; d) photomicrograph of M45, with 
arrow pointing to two bubbles partially merging together. Note all scale bars are 
200 µm long.

ber of vesicles per unit volume (vesicle number density; NV ). Each 
sample was analyzed optically in thick section to measure and 
count vesicles between ∼2–20 µm in diameter and analyzed by 
high-resolution computed X-ray tomography (HR-XCT) to measure 
and count larger vesicles; methods are described in Appendix A. 
Most samples come from one flow lobe, and include two vent 
samples (J268-05 and J268-09) and five collected between 1000 
to 2378 m away from vent (Table 1). By combining methods, a to-
tal of 231–29,713 vesicles were measured in each sample, with the 
number being strongly controlled by sample size (Table 1). Overall, 
vesicles are spherical, and range in diameter from ∼2 to ∼450 µm, 
with mean sizes ranging from 7 to 23 µm (Fig. 3). The vent sam-

Fig. 3. Mean vesicle diameter as a function of vesicularity, with curves showing 
how vesicle number density (NV ; in vesicles cm−3) is related to vesicularity and 
diameter. Filled circles are the vesicularities and mean sizes of vesicles in the two 
vent samples (J268-05 and J268-09) from the 2005–06 EPR lava; open circles are 
those collected at different distances away from vent. Note that NV implied for 
some distal samples exceed those measured, because the curves were calculated 
assuming all vesicles are the same size.

ples have similar vesicularities (vesicle volume fraction × 100), NV
values, and mean vesicle sizes (Table 1). Vesicularity increases with 
distance from the vent up to values of 0.44%, with a pronounced 
increase between ∼1000 and 1500 m. NV also generally increases 
with distance, with the most distal samples having an order of 
magnitude more vesicles than vent samples. There is little change 
in the mean size of vesicles, but there are generally more vesicles 
larger than 30 µm in diameter in samples collected farther than 
∼1000 m from vent than in samples closer to the vent. Indeed, 
the average size of the 10 largest vesicles in each sample increases 
by almost a factor of 3, from 48 µm to 137 µm, with distance from 
vent.

CO2 contents dissolved in the glass generally decrease from the 
vent towards the flow front, with most of the decrease occurring 
between a distance of 800 and 1400 m from the vent (Table 1). 
While the decrease corresponds to an increase in vesicularity and 
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Table 2
Experimental conditions and resultsa.

Runa P I
b

(MPa)
Time at P I

b

(h)
P F

c

(MPa)
Ratec

(MPa s−1)
Time at P F

c

(h)
[CO2]d

(ppm)
[H2O]d

(wt.%)
NV

e

(cm−3)
ne Sizee

(µm)

M8 71 1 71 n.a. – 205 ± 33 0.038 ± 0.007 107.51 150 3 ± 2
M10 72 1 72 n.a. – 244 ± 14 0.126 ± 0.006 106.95 150 2 ± 2
M12 71 1 71 n.a. – 282 ± 13 0.122 ± 0.023 105.57 150 3 ± 3
M28 70 12 70 n.a. – 244 ± 30 0.110 ± 0.002 105.85 150 5 ± 1
M29 70 12 25.1 0.01 0 205 ± 2 0.063 ± 0.002 106.00 150 21 ± 3
M36 70 12 25.1 0.04 0 245 ± 27 0.036 ± 0.001 105.41 118 16 ± 2
M43 70 12 25.1 0.75–1.50 1 120 ± 8 0.081 ± 0.001 106.44 150 14 ± 3
M45 70 1 25.1 0.75–1.50 1 78 ± 7 0.090 ± 0.006 106.61 150 6 ± 2
M16 70 1 25.1 0.75–1.50 3 121 ± 20 n.d. 106.86 150 8 ± 2
M19 70 1 25.1 0.75–1.50 7 102 ± 25 0.072 ± 0.004 105.69 150 5 ± 5

a See Appendix B for a detailed description of experimental methods; all run at 1225 ◦C. Experiments M8, M43, and M45 used cylinders cored from J268-10, all others 
used cores from J268-09.

b P I is the initial pressure of the experiment, with the amount of time held at that pressure listed.
c P F is the final pressure of the experiment, with the amount of time held at that pressure listed and the rate pressure was released to reach PF given; n.a. = not 

applicable for the four experiments not decompressed before quenching. Pressure was released in controlled steps for M29 and M36, with the average rate of release listed. 
Pressure was released in 30–60 s for M43, M45, M16, and M19, with the rate equaling the total pressure drop divided by 30–60 s.

d Dissolved volatile contents measured by FTIR, with la uncertainties listed; n.d. not detected.
e Number density (NV ) and average bubble size (±1σ uncertainties) measured in thin section from counting n number of bubbles, as described in Appendix B.

NV , relatively low CO2 contents in the glass can be found in sam-
ples with both low and high NV values.

3. Experimental results

A suite of experiments was carried out to investigate the time 
scale of CO2 degassing in bubble bearing basaltic liquid. Full ex-
perimental methods are described in Appendix B. Briefly, cylin-
ders that were cored from glassy regions of samples J268-05 and 
J286-09 were equilibrated at 1225 ◦C and 70 MPa, and then pres-
sure was decreased either relatively instantaneously or at a con-
trolled rate down to 25.1 MPa, equivalent to the ambient pressure 
of the seafloor at the vent (Table 2). The glasses were then an-
alyzed to establish how much CO2 degassed from the melt to 
bubbles. Four samples (M8, M10, M12, and M28) were quenched 
at 70 MPa to characterize how the samples re-equilibrated to 
the experimental conditions, prior to being decompressed. Ex-
periment M12 contains ∼ 105.6 bubbles cm−3 and CO2 contents 
of 282 ± 13 ppm, both of which match the natural vent sam-
ples. The other three have lower CO2 contents and more bubbles 
(NV = 105.9–7.5 cm−3). All four have lower H2O contents than the 
natural samples. NV correlates negatively with dissolved volatile 
contents, suggesting that new bubbles grew during re-equilibration 
at 70 MPa. The ranges seen in CO2 and NV at high pressure are 
considered when evaluating the results after decompressions.

Natural vent samples have only ∼ 0.1–0.2 vol.% crystals, and so 
the lava erupted at near liquidus conditions (Soule et al., 2012). 
All experiments run at 1225 ◦C produce crystal-free glass and 
bubbles (Fig. 2), whereas one experiment (not reported) run at 
1175 ◦C was extensively crystallized. The liquidus is thus between 
1175–1225 ◦C, which is consistent with thermodynamic modeling 
that places the liquidus at ∼ 1195 ◦C at 26 MPa (Soule et al., 2012). 
It is thus reasonable to assume that the experiments were run only 
∼ 25 ◦C hotter than the natural magma, which should not signifi-
cantly affect the results of our analysis.

Two samples (M29 and M36) were decompressed to 25.1 MPa 
at controlled rates of 0.01 and 0.04 MPa s−1 (Table 2), as described 
in Appendix B. These samples have NV values that overlap with 
those in the natural samples (Table 1), and NV values and dis-
solved H2O contents that fall within the range of those of samples 
quenched at high pressure (Table 2). CO2 contents in these samples 
decrease with slower decompression rate. Relative to the starting 
CO2 contents, the CO2 left dissolved in the melt decreases from 
∼ 100% at 0.04 MPa s−1 to ∼ 84% at 0.01 MPa s−1 (Fig. 4).

Fig. 4. Dissolved CO2 contents normalized by the initial CO2 content in experimen-
tal samples (black dots with sample numbers listed; see Table 2) and numerical 
runs (black and white bars) all plotted as functions of decompression rate. The nu-
merical runs modeled decompression of the two vent samples separately at each 
decompression rate, with the vertical lengths of the bars covering the range of re-
sults; black bars are for NV ∼ 105 cm−3; white bars, NV = 104 cm−3. Error bars 
associated with experimental samples result mainly from the uncertainty in the ini-
tial CO2 contents of the experiments. The gray bar covers up to 5% loss of CO2 from 
the starting values.

Four samples (M16, M19, M43, and M45; Table 2) were de-
compressed to 25.1 MPa almost instantaneously (∼ 30–60 s), as 
described in Appendix B. All samples have 105.7–6.9 bubbles cm−3

and dissolved H2O contents that fall within the ranges of those 
quenched at 70 MPa (Table 2). Although NV values overlap, some 
coalescence of bubbles is seen (Fig. 2c). Dissolved CO2 contents in 
these samples are, however, significantly less than those found at 
70 MPa. In fact, other than M45, all samples have the same CO2
content, averaging 120 ± 13 ppm. This concentration matches that 
expected from solubility at ∼ 25 MPa (Dixon et al., 1995).

CO2 contents are greater in samples decompressed slowly com-
pared to those decompressed quickly (Table 2). For example, the 
melt in M29 still has ∼ 205 ppm CO2 dissolved in it after ∼ 1.25 h, 
whereas melt in M43 had degassed to ∼ 120 ppm in 1 h. There is 
no correlation of time held at low pressure with either dissolved 
H2O content or final NV , and importantly the range of values in 
all decompressed samples fall within the observed values at high 
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Fig. 5. Calculated CO2 contents dissolved in the melt as a function of distance between two bubbles, with distance centered at the midpoint (rmax in the model) between 
them, for bubble number density (NV ) of a) 104 cm−3, b) 105 cm−3, and c) 106 cm−3 (labeled above each graph). Each curve shows the CO2 contents after a specific 
amount of time (given in hours) has elapsed after degassing began. The length of the gray bar in each figure equals the middle ∼80% of the distance between bubbles, 
within which CO2 typically varies by ≤10–20%.

pressure (Table 2). The difference thus likely results from a combi-
nation of slightly greater values of NV in the rapidly decompressed 
samples and faster diffusive flux that results when pressure is 
dropped instantaneously (e.g., Zhang and Ni, 2010). These results 
are confirmed by our modeling as described below.

4. Numerical modeling of bubble growth

To investigate CO2 degassing during magma ascent and lava 
emplacement, we develop a model for melt degassing in response 
to the growth of bubbles subjected to either continuous or in-
stantaneous supersaturation. The model is based on the diffusive 
bubble growth formulation of Proussevitch and Sahagian (1998), 
adapted for a mixture of CO2 and H2O as first presented in 
Gonnermann and Manga (2005), and modified here using formula-
tions for solubility (Dixon, 1997), fugacities and equation of state 
(Holloway, 1977; Flowers, 1979), CO2 diffusivity (Zhang and Ni, 
2010), H2O diffusivity (Zhang and Ni, 2010), melt density (Lange, 
1994; Ochs and Lange, 1999), and viscosity (Hui and Zhang, 2007;
Lensky et al., 2001) suitable for the EPR basalt of this study. In 
all runs, bubbles are assumed to be distributed in uniform packing 
geometry (Proussevitch and Sahagian, 1998), such that each is ap-
proximated as a sphere surrounded by a spherical shell of melt of 
given thickness. It is also assumed that no bubbles nucleate during 
decompression or degassing.

In one set of numerical simulations, the initial condition is melt 
with CO2 and H2O contents and NV set equal to those of the 
vent samples (Table 1). This assumes that all vesicles seen in the 
vent samples were present before magma ascent began. The melt–
bubbles were then decompressed at controlled rates from 0.005 
to 0.16 MPa s−1 to a final pressure equal to collection pressure of 
the vent samples. Although explicitly modeled, H2O degassing is 
negligible because of its greater solubility. The amount of CO2 left 
dissolved in the melt after reaching final pressure, relative to the 
starting amounts, increases systematically with decompression rate 
(Fig. 4). At 0.005 MPa s−1 only ∼60–68% of the CO2 remains in the 
melt, but more than ∼96% remains at 0.04 MPa s−1 and faster. To 
examine the impact of NV (i.e., vesicle spacing), a second set of 
numerical simulations were run with NV set to 104 cm−3 (Fig. 4). 
Across the range of decompression rates, very little CO2 is expected 
to degas from the melt. For example, at 0.005 MPa s−1 more than 
97% of the initial dissolved CO2 content remains in the melt. These 
results illustrate the importance of NV (i.e., bubble spacing) to the 
timescale of degassing.

NV in the slowly decompressed experiments (M29 and M36) 
are similar to those in the vent samples. Overall, model results 
agree well with our experimental results, despite large uncertain-

ties in the absolute amounts of CO2 lost in the experiments (Fig. 4). 
The timescales for degassing predicted by our model are thus con-
sistent with our experimental results, and suggests that measur-
able loss of CO2 from the melt will occur only at decompression 
rates of ≤0.05 MPa s−1 (assuming small uncertainties in analysis).

In the second set of numerical simulations, melt saturated 
in CO2 at a pressure of 70 MPa (290 ppm CO2) with NV =
104, 105, and 106 cm−3 was decompressed instantaneously to 
25 MPa and held there for various lengths of time. The rate at 
which bubbles grow varies with time, because the diffusive flux 
of CO2 decreases as CO2 concentration gradients between bubbles 
and melt change as a consequence of diffusion (Proussevitch and 
Sahagian, 1998). Because temperature and pressure are kept con-
stant, the major control on the timescale for CO2 degassing is the 
diffusion length squared; i.e., the thickness of melt separating ad-
jacent bubbles, which scales as N1/3

V . For a given value of NV , melt 
thickness also depends on vesicularity, or equivalently bubble ra-
dius (Fig. 3).

We modeled CO2 degassing for a range in NV (Fig. 5). The 
concentration of CO2 is shown as a function of distance between 
bubbles at different times. As can be seen, the melt closest to each 
bubble is quickly depleted in CO2, whereas the far field melt loses 
CO2 more slowly. The result is steep CO2 gradients near bubbles 
and relatively shallow ones far away. Furthermore, the diffusion 
of CO2 into the bubbles does not result in a significant increase 
in bubble size or vesicularity, because the relative increase in the 
mass of CO2 per bubble is small. The maximum amount of dis-
solved CO2 at any given time is found at the midpoint between 
bubbles (Fig. 6). When CO2 contents at that position reach the 
saturation limit, the melt has equilibrated to low pressure. The 
difference in degassing times for different NV is dramatic. When 
there are 104 bubbles cm−3, for example, it takes ∼7 h for CO2 at 
the midpoint to decrease from 290 to 200 ppm, but only ∼9 min 
when there are 106 bubbles cm−3.

Before melt re-equilibrates, it will have some gradient in CO2
content between bubbles (Fig. 5). If such melts are analyzed, then 
different amounts of CO2 will be found at different positions. For 
the most part, however, gradients tend to be subdued away from 
bubbles, and in fact CO2 varies by ≤10–20% over ∼80% of the dis-
tance between bubbles (Fig. 5). Therefore, as long as glasses are 
analyzed away from bubbles they should provide reasonable esti-
mates of the maximum CO2 content.

Numerical modeling predicts that melts supersaturated in CO2
will degas at a rate depending on NV (Figs. 5 and 6). The mod-
eling assumes degassing in response to an initial supersaturation 
of ∼44 MPa. We can compare those predictions to our experi-
mental samples decompressed quickly, which generated supersat-

Decompression experiments on natural samples from the 2006-07 East Pacific Rise eruption determined an ascent 
rate of >0.2m/s and volumetric flow rates of 103-4 m3/s explain the observed CO2 supersaturation. Experiments and 
modeling also demonstrated a strong dependence on degassing rate with number density (i.e., number/cm3) of 
vesicles. 

Rates of Decompression and Degassing
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Dixon et al., 1995). Consequently, the mode and extent of CO2

degassing will govern the residual dissolved CO2 contained in the
magmas as well as the magma vesicularity parameters (i.e. bubble
sizes, bubble densities, volume percent bubbles). Indeed, CO2

supersaturation is typically ascribed both to rapid ascent rates,
during which inefficient bubble growth and degassing prevent
equilibrium from being attained, and to short distances traveled
by the magma from vesiculation depth to the eruption onto the
seafloor (Dixon et al., 1988; Bottinga and Javoy, 1990b; Dixon and
Stolper, 1995; le Roux et al., 2006; Soule et al., 2012).

A relationship between the decompression rate and bubble
densities has been found from theoretical and experimental
studies on rhyolitic melts for water degassing (Toramaru, 1995;
Mourtada-Bonnefoi and Laporte, 2002; Mourtada-Bonnefoi and
Laporte, 2004; Toramaru, 2006; Cluzel et al., 2008). Unfortu-
nately, to our knowledge no such relationship has been estab-
lished for CO2 degassing in basaltic magmas. Furthermore, few
studies are available on basalt vesicularity measurements. Moore
(1979) in the seminal paper ‘‘Vesicularity and CO2 in mid-ocean
ridge basalt’’ used an impressive dataset of a few hundred
samples from the Pacific and the Atlantic oceans to show that
vesicles and thus CO2 content within the vesicles are enriched in
deep-sea basalts that are also enriched in light rare earth and
incompatible elements. Ten years later, Dixon et al. (1988)
reported precise measurements of vesicle content on 24 samples
(number of vesicles per cm2, largest observed vesicle etc.) from
the Juan de Fuca Ridge (JDF) and Sarda and Graham (1990)
provided a fully-comprehensive guide for the vesicle size dis-
tribution (VSD) method applied to the popping rocks. Detailed
vesicularity data have also been obtained by Aubaud et al. (2004).
Recently, Soule et al. (2012) examined a suite of 23 samples along
two well-identified flow pathways within a single seafloor erup-
tion on the East Pacific Rise (EPR) between 9150’N and 91521N.
This data set included measurements of vesicularity (for example
vol% vesicles, vesicles counted, initial density population), crystal-
linity, volatiles contents (CO2, H2O) and helium.

In this study, we propose a new and simple method to
constrain MORB ascent rates from vesicularity measurements
and volatile concentrations of basaltic glasses. We use 65 MORB
glasses covering a large geographical area (Pacific, Atlantic and
Indian oceans). The data show that MORB magmas are character-
ized by variable ascent rates, which are not randomly distributed
along the mid-ocean ridge system. These different ascent rates
can thus explain to some extent the vesicularity variability
between the magmas and the different degree of CO2 super-
saturation of the samples. Furthermore, in order to evaluate the
possible role of the magma chambers on the degassing processes,
we have included in the study sites where seismic studies have
shown that a portion of the ridges is characterized by a mid-
crustal reflector (JDF Endeavour segment Mid-Atlantic Ridge at
371N and EPR between 9.841N and 9.851N).

2. Samples

The 65 Mid-Ocean Ridge Basaltic glasses (Fig. 1) analyzed for
H2O, CO2 and vesicle size distribution were collected in the Red
Sea (N¼1), the Atlantic (N¼19), the Pacific (N¼17) and the Indian
oceans (N¼28). One alkalic basalt (OT3-10) and one basaltic
andesite (PLU DR06-1–2 g) have been included in the data set.
All these samples were dredged or collected by submersible in the
axial rift valley, ensuring ‘‘zero age’’ fresh glasses. Samples MD107
EDUL and MD121 SWIFT from the Indian ocean belong to the
1997 and 2001 Marion Dufresne cruises along the South West
Indian Ridge (SWIR N¼24). The other Indian MORB were col-
lected on the Central Indian Ridge (CIR N¼1) during the 1988

cruise MD57, in the South East Indian Ridge (SEIR N¼2) during
the 1983 cruise MD37 and at the Rodriguez Triple Junction (RTJ
N¼1). Most of the chemical analyses are reported in several
papers (Bryan et al., 1981; Hékinian et al., 2000; Meyzen et al.,
2003, 2005, 2007; Bézos and Humler, 2005; Bézos et al., 2005). All
the other MORB glasses from the Pacific and the Atlantic oceans
were obtained from the ‘‘Lithoth!eque Brestoise d’échantillons
marins’’ of the Ifremer (France). The data set covers a large range
of spreading rate (14 to 155 mm/yr) and depths below sea-level
(999 m–5375 m). They also show large variations of chemical
composition in terms of fractional crystallization (MgO ranging
from 2.79 to 9.55 wt%), partial melting (Na8 ranging from 2.11 to
4.10 wt%), source heterogeneities with (La/Sm)N ratios ranging
from 0.37 to 2.88 (37% are E-MORB with (La/Sm)N41) and
seawater assimilation (46% have a Cl/K ratio larger than 0.08).
The data set includes the popping rock 2pD43 (Sarda and Graham,
1990). All the chemical data are reported in Table A available in
the Supplementary material.

3. Methodologies

3.1. Vesicularity measurements

Vesicularity has been determined by image analysis on thin
sections of the outermost 1–1.5 cm of pillows and lava flows.
Images were acquired via optical microscopy with different lenses
("2.5,"5,"10 corresponding respectively to total magnifica-
tions of "300, "600,"1200) to cover the full range of vesicle
size, shape and spatial distribution. The images were then
processed with the shareware software spo2003 (Launeau and
Cruden, 1998) to obtain vesicle measurements. Two-dimensional
vesicularities (area fraction of vesicles), vesicle densities (number
of vesicles per unit area) and vesicle size were computed. In order
to discuss the vesicularity data, we converted the surface area
measurements to volume following the procedure used in Sarda
and Graham (1990). In brief, the vesicles were first sorted into 12
intervals, defined from the largest bubble diameter found in the
image following the method of Underwood (1970). Then for each
interval we used the method of Saltykov (1967) to convert the
bubble density determined on the surface of the thin section into
a bubble density in volume. Finally, the population density n was
obtained for a given size interval by dividing the number per unit
volume with the interval size. All the data are reported in Tables C
and D available in the Supplementary material.

Fig. 1. Location map of the 65 MORB glasses (including the popping-rock 2pD43,
Sarda and Graham 1990). The red squares are the Pacific samples, the blue circles
are the Atlantic samples, the green triangles are the Indian samples and the orange
lozenge is the sample from the Red Sea. (For interpretation of the references to
color in this figure caption, the reader is referred to the web version of this article.)
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depending on the depth of the magma chamber. However, the
higher values would indicate submarine Hawaiian activity and
fire fountaining (Head and Wilson, 2003), which do not seem to
be in agreement with the seafloor observations and the petro-
graphy of the samples. Our calculations are in accordance with
their lower estimate for the PITO samples (0.22 and 0.46 m/s,
Table B in the Supplementary material).

6.2. MORB decompression rate: results versus model

Bubble densities (expressed in nb/m3) are plotted as a function
of decompression rate in Fig. 7. The data display a positive trend
defining a slope similar to the data obtained from experiments on
water degassing in rhyolitic magmas (compilation of Toramaru,
2006 for homogeneous bubble nucleation). Accordingly, CO2 in
MORB seems to behave like H2O in silica rich magmas: the
faster the magma ascent, the larger the bubble number density.
Thus the higher bubble densities in Pacific MORB are due to a
faster magma ascent than in the Atlantic and Indian MORB.

A comparison of the MORB and rhyolite data sets suggests that
at a given decompression rate, a MORB will nucleate more
bubbles than a rhyolitic liquid.

In Fig. 7, the thick line represents the bubble densities
computed using Toramaru’s model (1995, 2006). The model is
mostly dependent on the CO2 diffusion coefficient and the CO2

interfacial tension, which are not well constrained. Indeed, using
a CO2 diffusion coefficient of 10!11 m2/s instead of 10!12 m2/s
(i.e. the borders of the range defined by the literature, see Fig. A3
in Paonita and Martelli, 2007) leads to a shift in the model
towards higher dP/dt for a given bubble density. Considering
the assumptions made on the ascent time, the growth rate and
the pressure when vesiculation starts, we estimate the uncertain-
ties on the calculated decompression rates to be 71 order of
magnitude. Nevertheless, beyond the true numeric values, the
computed ascent rates for all the samples are shifted by similar
amounts, so the relative differences between Pacific and other
ridges still remain. Also note that despite these uncertainties, the
model fits quite well to the data.

6.3. Influence of magma chambers on the vesicularity and ascent
rate

One of the most striking results from this study is the systematic
difference between Pacific relative to the Atlantic and Indian MORB
(Table 1). Not only the Pacific glasses have lower vesicularities but
they also present the largest numbers of nuclei ("106 nuclei/cm3)

and bubble densities (4:2:104þ5:3:105

!3:9:104 bubbles/cm3) among the studied

samples. Some samples from the Mid-Atlantic Ridge at 371N
(GRA N4-1-1 and DV19-6) and at 34.901N (OT01-2 and OT02-6)
share similarities with the Pacific data set (Table 2). For instance,
samples GRA N4-1-1 and DV19-6 contain high bubble densities
(respectively 4.9$104 and 6.7$104 bubbles/cm3) and thus are not
distinguishable from the Pacific MORB data set. This is also the
case for samples OT01-2 and OT02-6 with 24$104 and
13$104 bubbles/cm3, respectively. These four samples have
approximately the same carbon dioxide supersaturation when
compared with the Pacific glasses (S¼1.770.7 against 1.770.4
for Pacific MORB, Table 1 and Table B in the Supplementary
material). Indeed, the calculated decompression rates (dP/dt) for
these glasses are quite large (0.25–0.49 m/s, Table 2) compared to the

average of the whole data set (0:13þ0:15
!0:07 m=s, Table 1). Thus, possible

causes for high ascent rates beneath oceanic segments cannot solely
be due to a spreading rate effect, which is higher for Pacific ridges,
otherwise the ascent rates calculated for MAR samples from 371N and
34.901N should be lower than in the Pacific glasses.

Fig. 7. Bubble densities in volume (nb/m3) as a function of the decompression rate
(dP/dt, Pa/s). The lines show the bubble densities computed as a function of
decompression rates using Toramaru’s model (1995, 2006). The parameters used
in this model are the following: a temperature of 1200 1C, a magma density of
2800 g/cm3 and a saturation pressure of 2000 bar (equivalent to an initial CO2

content of "1000 ppm), a CO2 interfacial tension of 0.36 N/m (Kitarov et al., 1979;
Proussevitch and Kutolin, 1986) and using either a diffusivity (D) of 10!12 m2/s
(thick line) or 10!11 m2/s (dotted line) (see Fig. A3 in Paonita and Martelli, 2007).
The dark grey field is the compilation of experimental data in the rhyolite–H2O
system. The light grey field corresponds to the MORB data of Paonita and Martelli
(2006).

Table 2
Comparison of vesicularity parameters of MORB glasses and calculations at the local scale.

Mean
min–max

nb Vesicularity (measured) VSD (calculated) Calculations AMC depth (km)

Ves.
(%)

Density
(nb/cm2)

Dmean

(mm)
Dmax

(mm)
Ln(n0)
(cm-4)

t
(h)

Asc. rate
(m/s)

JDF Endeavour Dixon et al. (1988) 3 0.97 400 – 373 – – – 2–3 km
0.91–1.05 100–580 200–650 Sinton and Detrick (1992)

EPR 9.501N Soule et al. (2012) 19 0.56 1416 21 116 20.8 2a min. 0.15 1–2 km
0.08–1.16 303–3724 15–31 70-188 19.5–21.9 1–3 Sinton and Detrick (1992)

MAR 371N 2 2.68 451 80 241 17.3 7 0.26 3 km
2.65–2.70 381–520 76–85 196–286 17.2–17.4 7–7 0.25–0.26 Singh et al. (2006)

MAR 34.901N 2 2.68 936 55 149 18.1 7 0.39 Suspected based on this study
2.61–2.75 792–1080 50–59 149–150 17.5–18.7 5–8 0.29–0.49

The abbreviations are the same as in Table 1; min–max¼minimum–maximum values; Dmean¼mean bubble diameter; Dmax¼maximum bubble diameter.
a Calculated by dividing the Gt value of Soule et al. (2012) by G¼1.5$10!7 cm/s (see Section 5.2). All are characterized by a high bubble density, highlighting a

possible relationship with the occurrence of an AMC (Axial Magma Chamber).
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Chavrit et al. [2012] used a global dataset to demonstrate variations in decompression 
rate that broadly correlate with spreading rate. 



What Controls eruption dynamics?
(MAR) and western Southwest Indian ridge (SWIR),
and 42 glasses from the sparsely sampled S-MAR Shona
hotspot segment. We excluded samples from the most
strongly plume-influenced ridge segment from the S-
MAR ridge section near the Discovery hot spot in our
figures, although we present oxide means in Supple-
mentary Table 2 for this region both with and without
samples from this segment to illustrate the level of effect
in a slightly more densely sampled region. The most
plume-influenced segments of the Galapagos Spreading
Center (GSC) between 90.8° and 89°W (Detrick et al.,
2002; Christie et al., 2005) appear in Supplementary

Table 2 and some figures as “GSC-mid”, but are not
used in regressions discussed below. Other plume-
influenced ridge segments (e.g., MAR near 38°N, the
Easter Microplate along the S-EPR, and Axial seamount
on the Juan de Fuca ridge, JdFR) are included because
regional means with and without them are indistin-
guishable. This result illustrates the benefit of basing
regional means on relatively large ridge sections, despite
the potential for loss of information on fine-scale or
local variations.

Our data set is much larger than previous global
MORB studies (e.g., 5× the observations of Sinton and

Fig. 1. Mg variations for N11,000 basalt glasses from different geographic regions of the global mid-ocean ridge system (data compilation discussed
in the texts and Supplementary Table 1). (a) Mg# versus mean eruption depth. Note the generally lower Mg content of Pacific Ocean MORB
compared to that of the other ocean basins and the limited Mg# range at appreciable depth range in non-Pacific MORB. The hot-spot influenced
central portion of the Galapagos Spreading Center (“GSC-mid”) plots just off scale at 1.8 km average depth. (b, d) MgO andMg# display strong linear
relationships with spreading rate Gakkel datum in panel b estimated from Michael et al., 2003. Panel d also shows mean MgO for both the entire
N11,000 sample suite (solid symbols) and the 2100 sample glass/whole rock subset for which trace element and isotopic data also exist (open
symbols). The same inverse correlation is observed in both. In a number of instances open symbols lay directly under the corresponding closed one,
and for one geographic area there is no trace element data in PetDb. (c) Global MORB variations versus MgO, with spreading rate binning after
Langmuir et al. (1992). Data trend calculations are explained in the text. Overall, compositions are more variable at faster spreading rate ridges (see
also right column of Fig. 2) despite showing a lower range of segment means (Langmuir et al., 1992). The difference in the two range measures arises
because the center of a data distribution (median) is sensitive only to the number of extreme data whereas the mean depends on numbers of extremes
and their values. MgO is expressed as wt.% and Mg# is the mole fraction Mg2+/(Mg2++Fe2+). Mg# calculation assumes Fe+2 to be 90% of FeOT.
Grey bars in panel d are 1σ deviations for each mean in this and subsequent figures. Regressions include all of the data in each panel. Spreading rates
are derived from the Nuvel-1a model (DeMets et al., 1994), using the mean sample position on the plate boundary. Estimated liquidus temperatures
after Sinton and Detrick (1992) and references therein. Data symbols and fields: EPR (white field with black edge and grey symbols with black
edges); MAR (dark grey field with dashed edge and black symbols with white edges), Indian Ocean spreading centers (grey field and white symbols
with black edges), other Pacific Ocean spreading centers (no field, various shades of grey with black edges, as annotated on the figure).
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[29] Observations by latitude may be affected by the
locations of the Argo I track lines. For example, the segment
boundary at 9!360–380N was surveyed by towing Argo I up
one ASCT limb, then angling across the overlap zone to
the next ASCT, so that the segment ends were missed
(Figure 2). As a result, this area appears to have a lower
percentage of pillow lava than it would show if coverage
were extended to the segment ends [Smith et al., 2001;
Engels et al., submitted manuscript, 2001]. Even so, this
area still shows a small local increase in the abundance of

pillow lava relative to the surrounding areas (Figure 8).
Checking the Argo I tracks against the DSL-120 records, we
believe that Argo I coverage was sufficiently extensive that
a representative sampling of lava morphology was obtained.
[30] Overall patterns in lava morphology in our study

area exhibit some differences from the distribution noted in
earlier work on fast spreading ridges that relied on more
limited camera-tow or submersible observations [Auzende et
al., 1996; Gente et al., 1986; Kurras et al., 2000; McCo-
nachy et al., 1986; Renard et al., 1985]. Of the total area

Figure 8. Histogram plot of the lava morphology distribution from Argo observations in 1989 along the
axial zone (<500 m from the ridge axis) plotted in 20 (!4 km) latitude bins. The relative abundance of
each flow morphology is shown as a fraction of the seafloor imaged in the Argo survey for each bin, so
that all three panels will sum to 1. Darker fill in the columns indicates observations outside the axial
summit collapse trough (ASCT), while lighter fill indicates observations made within the ASCT. Almost
no pillow lava was found within the ASCT. Hashed lines indicate third-order (volcanic segment)
discontinuity zones shown in Figure 1. All third-order discontinuities correspond to local maxima in the
relative abundance of pillow lava, but sheet flows are most abundant near midsegment.
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Cooling/viscosity Variations in tectonic stress

Bonatti & Harrison [1988] suggest that longer dike 
paths lead to greater cooling and increased viscosity.

A compilation by 
Rubin & Sinton 
[2007] indicates 
t h a t e r u p t i o n 
temperatures are 
higher at slow-
spreading ridges.

Perfit & Chadwick [1998] suggest that increased 
tectonic stress at slow-spreading ridges (due to less 
frequent earthquakes) lead to lower overpressure in 
magma reservoirs and lower eruption rate.  

Observations [e.g., White et al., 2004] suggest 
changes in eruption rate over length scales that are 
inconsistent with differences in tectonic stress.



Deep thought #2

Are there frequency/size/eruption rate relationships with spreading rate (i.e., magma supply) and 
what controls them? 




What controls MOR eruption dynamics?

Vc = ΔP(t)
K
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Q = w3l
12μ
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the relative eruption rate for deeper ridges and magma chambers significantly decreases. 

Perhaps the fundamental characteristics of ridges, largely controlled by spreading rate (sic. thermal 
structure) determine the global variations in eruption rate?

Fast Slow Fast Slow

What controls MOR eruption dynamics?



mediate spreading Juan de Fuca and Gorda Ridges and
provided important details on eruptive areas, volumes, and
internal characteristics. Two small flows on the fast
spreading northern East Pacific Rise have been studied
[Haymon et al., 1993; Rubin et al., 1994; Batiza et al.,
1995; Gregg et al., 1996]. The lava flow fields described
here extend those observations to superfast spreading and
nearly double the catalogue of individual eruptive sequen-
ces on submarine mid-ocean ridges. Since the early
investigations in the FAMOUS and AMAR regions [e.g.,
Ballard and van Andel, 1977; Bryan and Moore, 1977;
Hekinian et al., 1976; Luyendyck and Macdonald, 1977;
Crane and Ballard, 1981; Stakes et al., 1984], there has
been little detailed study of volcanic features on slow
spreading ridges that combines mapping and flow field-
scale chemical study. Estimates of eruption volumes at
slow spreading ridges have been derived from the mor-
phology of edifices that are presumed to be monogenetic
volcanic features [e.g., Crane and Ballard, 1981; Smith
and Cann, 1990; Perfit and Chadwick, 1998]. Ballard and
van Andel [1977] and Crane and Ballard [1981] provided
geological observations supporting the interpretation that
many of these edifices are probably single volcanic con-
structs. In contrast, Edwards et al. [2001] identified a lava
flow field covering !220 km2 along the very slow spread-
ing Gakkel Ridge. They concluded that this field was
probably formed during at least two eruptions, but the
contrasting sonar reflectivity of this field compared to that
of the surrounding seafloor suggests that these eruptions
may have been close in time. Edwards et al. [2001]
concluded that volcanic activity along this ridge may be
episodic.
[39] Results from our study of the southern East Pacific

Rise are combined with data from other spreading ridges on
Figure 14. This is essentially the entire present data set for
submarine mid-ocean ridge eruptions. It is obvious that
many more data are required before rigorous comparisons
can be made. For example, one might expect that almost
any area will experience a wide range of eruptive volumes
over time, with very large eruptions being relatively rare.
The lengths of eruptive fissures also might be expected to be
quite variable as well as the chemical heterogeneity of
single lava units. Ideal comparisons involve medians from
a size-frequency analysis of statistically significant data
sets, but the existing data set is probably too meager to be
statistically significant. As such, whether or not the apparent
relationship that eruptions along the Mid-Atlantic Ridge
tend to be larger than those at faster spreading ridges or that
eruptions in Iceland are typical of slow spreading ridges
irrespective of magma supply will hold up to further data
remains to be seen. The extension of the apparent increase
in erupted volume with decreasing spreading rate to the very
slow spreading Gakkel Ridge is highly speculative because
the number of eruptions involved in the identified flow
fields is unknown and the total volume also is unconstrained
by existing data (see Figure 14 caption). However, there are
a number of reasons to suspect that there should be a
spreading rate dependence to eruption volume; that is, that
the general relationship apparent in Figure 14a is valid, as
discussed below.
[40] One important characteristic of ridges spreading at

full rates greater than !60–80 mm/yr is the presence of

Figure 14. Volcanic variations versus spreading rate.
Despite the general dearth of data for submarine mid-ocean
ridge eruptions, the apparent various trends are consistent
with expected variations in magma chamber processes and
thermal structure ofmid-ocean ridges. See text for discussion.
Solid squares are median values for the parameters shown. (a)
Volumes produced during single eruptive episodes. Southern
EPR (S. EPR) volumes are those reported in this paper. Those
from the Juan de Fuca and Gorda Ridges (JdF/Gorda) are
from Perfit and Chadwick [1998] and Rubin et al. [2001];
those from the northern EPR (N. EPR) are from Gregg et al.
[1996] and Rubin et al. [2001]. Mid-Atlantic Ridge (MAR)
volumes are estimated from edifice morphology [from Perfit
and Chadwick, 1998]. Iceland volumes represent a compila-
tion from various sources, mainly Saemundsson [1991,
1992], Gundmundsson [1996], and Sinton [1997a, also
unpublished data]. The flow field area from the western
construct along the Gakkel Ridge is from Edwards et al.
[2001]. The 6.6–11 km3 volume shown assumes an average
thickness of 30–50 m for this flow field. (b) Eruptive fissure
lengths for single eruptions versus spreading rate for
submarine mid-ocean ridge eruptions. Short fissure lengths
appear to be favored at slow spreading ridges. Known fissure
lengths in Iceland range from a few hundred meters to 70 km.
References are same as those listed for Figure 14a. (c)
Heterogeneity Index [Rubin et al., 2001] versus spreading
rate. Values for fast and intermediate spreading ridges and for
Serocki Volcano are from Rubin et al. [2001]. Compared to
eruptive sequences at lower spreading rates, those from the S.
EPR are relatively homogeneous (low HI).
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lengths in Iceland range from a few hundred meters to 70 km.
References are same as those listed for Figure 14a. (c)
Heterogeneity Index [Rubin et al., 2001] versus spreading
rate. Values for fast and intermediate spreading ridges and for
Serocki Volcano are from Rubin et al. [2001]. Compared to
eruptive sequences at lower spreading rates, those from the S.
EPR are relatively homogeneous (low HI).
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The previous model predicts greater eruption size at fast-spreading ridges, 
contrary to the current view, which is highly underdetermined. 
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5.3. Comparison to Acoustic Records of Previous
Underwater Volcanic Activity

[45] It is well known that bubble formation, and espe-
cially vapor collapse, produces significant sound underwa-
ter [Strasberg, 1956; Leet, 1988; Lu et al., 1990; Yoon et
al., 1991]. Acoustic measurements made in crater lakes
[Bercy et al., 1983; Vandemeulebrouck et al., 1994; Hurst
and Vandemeulebrouck, 1996; Vandemeulebrouck et al.,
2000] and in geyser conduits [Kieffer, 1984] where vapor
collapse was suspected have recorded sound between 1 and
60 Hz, similar to the peak amplitudes observed at NW
Rota-1. Far-field hydroacoustic records of submarine erup-
tive activity have measured peak energy in this same
frequency range, and as high as 1000 Hz during larger
events [Dietz and Sheehy, 1954; Snodgrass and Richards,
1956; Kibblewhite, 1966; Norris and Johnson, 1969; Norris
and Hart, 1970; Talandier and Okal, 1987; Talandier,
1989]. The closest resemblance in temporal character to
the activity at NW Rota-1 has been described from Rumble
III and Monowai submarine volcanoes, both located in the
Kermadec arc. Kibblewhite [1966] described a hydroacous-

Figure 18. Model for the eruptive activity observed at NWRota-1 in 2006 (red, magma; white, magmatic
gases; blue, seawater; black, solidified lava). (a) Between bursts, seawater cools the top of the magma
column, forming a solidified cap. (b)When the next gas-rich pocket reaches the cap, it immediately starts to
escape. (c) The gas pocket forces the lava cap upward in the vent where explosions destroy it. (d) With the
vent uncapped, the eruptive burst proceeds at a higher level until all the gas in the pocket is vented and the
activity abruptly ceases, returning to the initial state.

Figure 19. Plot showing the duration of each noneruptive
pause versus the duration of the following explosive burst.
Only durations after 1100UTon 27April are shownwhen the
bursts and pauses were most distinct. The positive correlation
suggests that the rate of gas discharge was steady during this
time interval, and longer pauses allowed more gas to
accumulate before the next burst.
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enough to greatly reduce or completely inhibit gas
exsolution so that continuous magma disruption
and hawaiian-style pyroclastic deposits are nor-
mally precluded (Head et al., 1996).

However, there are circumstances which can
lead to magma disruption and explosive activity
at great water depths. In the following sections we
explore these (Fig. 2), examining speci¢cally: (1)
eruption conditions when no magmatic gas is ex-
solved; (2) eruption conditions when magmas
contain some gas bubbles but in a concentration
too low to cause magma disruption; (3) the (high)
levels of magma volatile content needed to ensure
magma disruption and continuous explosive (ha-
waiian-style) activity even at high water pressures;
(4) the (even higher) amounts of magmatic gas
needed to allow gas exsolution and accumulation
into a foam layer at the top of a magma reservoir
which is then also released in a steady explosive
discharge; and (5) the expected interactions be-

tween the overlying water and the explosively
ejected gas and pyroclasts in hawaiian-style erup-
tions. Next, we (6) examine the circumstances in
which slow magma rise speed can allow small
numbers of gas bubbles to exsolve and then coa-
lesce into a few large bubbles which cause inter-
mittent explosive (strombolian) disruption of the
magma surface when they reach the sea-£oor
vent, and ¢nally (7) comment brie£y on the con-
ditions in which gas accumulation at the top of
shallow dikes approaching close to the sea-£oor
could in principle lead to localised (vulcanian)
explosions.

2.1. No gas exsolution

In this case (Fig. 2), there is no gas exsolution
at all by the time the magma has risen to the level
of the vent and decompressed to the ambient
pressure level. This is unlikely unless magma

Fig. 1. General geologic setting, conditions, and environment of emplacement of magma and lavas in submarine seamounts. We
take the speci¢c size, shape and depth for the edi¢ce Seamount 6, Eastern Paci¢c Ocean (data from Smith and Batiza, 1989), but
the example is similar to conditions and observations on several seamounts (e.g. Smith and Batiza, 1989). Also shown are the
depth ranges of various clast-forming processes on the sea £oor (after Kokelaar, 1986).

VOLGEO 2544 30-1-03

J.W. Head III, L. Wilson / Journal of Volcanology and Geothermal Research 121 (2003) 155^193158

Head & Wilson, 2003

NW Rota, Mariana Arc, Brimstone Vent



video from NSF/NOAA/WHOI

enough to greatly reduce or completely inhibit gas
exsolution so that continuous magma disruption
and hawaiian-style pyroclastic deposits are nor-
mally precluded (Head et al., 1996).

However, there are circumstances which can
lead to magma disruption and explosive activity
at great water depths. In the following sections we
explore these (Fig. 2), examining speci¢cally: (1)
eruption conditions when no magmatic gas is ex-
solved; (2) eruption conditions when magmas
contain some gas bubbles but in a concentration
too low to cause magma disruption; (3) the (high)
levels of magma volatile content needed to ensure
magma disruption and continuous explosive (ha-
waiian-style) activity even at high water pressures;
(4) the (even higher) amounts of magmatic gas
needed to allow gas exsolution and accumulation
into a foam layer at the top of a magma reservoir
which is then also released in a steady explosive
discharge; and (5) the expected interactions be-

tween the overlying water and the explosively
ejected gas and pyroclasts in hawaiian-style erup-
tions. Next, we (6) examine the circumstances in
which slow magma rise speed can allow small
numbers of gas bubbles to exsolve and then coa-
lesce into a few large bubbles which cause inter-
mittent explosive (strombolian) disruption of the
magma surface when they reach the sea-£oor
vent, and ¢nally (7) comment brie£y on the con-
ditions in which gas accumulation at the top of
shallow dikes approaching close to the sea-£oor
could in principle lead to localised (vulcanian)
explosions.

2.1. No gas exsolution

In this case (Fig. 2), there is no gas exsolution
at all by the time the magma has risen to the level
of the vent and decompressed to the ambient
pressure level. This is unlikely unless magma

Fig. 1. General geologic setting, conditions, and environment of emplacement of magma and lavas in submarine seamounts. We
take the speci¢c size, shape and depth for the edi¢ce Seamount 6, Eastern Paci¢c Ocean (data from Smith and Batiza, 1989), but
the example is similar to conditions and observations on several seamounts (e.g. Smith and Batiza, 1989). Also shown are the
depth ranges of various clast-forming processes on the sea £oor (after Kokelaar, 1986).

VOLGEO 2544 30-1-03

J.W. Head III, L. Wilson / Journal of Volcanology and Geothermal Research 121 (2003) 155^193158

Head & Wilson, 2003

W Mata, NE Lau Basin



Oceanography  Vol. 20, No. 484

Hot
pumice

Water-logged
pumice and
other dense
clasts

Formation of
gravity flows

Gas-rich eruption
plume

Mixing zone with
seawater

Buoyant plume
ascending to sea
surface

rate of magma discharge (McBirney, 

1963; Burnham, 1983; Stix, 1991; Cas, 

1992; Head and Wilson, 2003; White 

et al., 2003). Gas expansion and result-

ing submarine volcanic explosions are 

theoretically possible down to a depth 

of 3000 m, which corresponds to the 

critical point of water, where the transi-

tion from water to vapor involves neg-

ligible expansion. It has been suggested 

that explosions could be possible at 

depths in excess of 3000 m, and that a 

wide range of pyroclastic deposits can 

be expected (Head and Wilson, 2003). 

Various methods of volatile concentra-

tion within the magma are called upon 

in order to achieve gas contents high 

enough to drive explosive volcanism at 

such great depths. Potential submarine 

explosive eruption styles include plin-

ian (sustained discharge of volatile-rich 

magma; Kokelaar and Busby, 1992; Kano, 

2003), vulcanian (short-lived explosion 

resulting from failure of a solid plug 

in the vent), strombolian (bursting of 

large bubbles in low-viscosity magma), 

and fire fountaining (eruption of low-

viscosity magma in the form a spray; 

Mueller and White, 1992; Head and 

Wilson, 2003). Deposits of fragmented 

rhyolitic pumice and basaltic scoria 

that erupted subaqueously have been 

found in several places in the ocean, 

at depths up to 2000 m (Kato, 1987; 

Cashman and Fiske, 1991; Fiske et al., 

1998). However, it appears that many 

subaqueous explosions resulting from 

primary gas exsolution preferentially 

occur at shallower depths, above the 

suggested maximum volatile fragmen-

tation depth of several hundred meters 

(Fisher and Schmincke, 1984).

It is likely that island arcs may be 

the sites of more abundant submarine 

explosive eruptions than other volcanic 

environments owing to the volatile-rich 

nature of the magmas. Recent detailed 

exploration of submarine arc volcanoes 

in the Kermadec and Izu-Bonin island 

arcs shows a great abundance of geo-

morphic features such as craters, calde-

ras, and pyroclastic deposits indicative 

of explosive activity (Fiske et al., 2001; 

Wright et al., 2003; Yuasa and Kano, 

2003). Such submarine eruptions are 

likely to be more energetic than those 

at mid-ocean ridges and oceanic islands 

because of the higher magmatic vola-

tile content, more viscous nature of the 

magmas, and larger individual volumes 

of magma batches that are involved in 

island-arc eruptions.

The nature and dynamics of subma-

rine explosive pumice-forming (pyro-

clastic) eruptions is complex and still not 

well understood. The presence of water 

and the potential for the formation of 

steam results in a three-phase system 

(gas, particles, and water) that has novel 

sedimentation and transport behaviors 

(Cashman and Fiske, 1991; Fiske et al., 

2001; Kano, 2003). Explosive erup-

tions of silicic magma will form sub-

marine eruption columns that eject hot 

pumice and gas into the water column 

(Figure 3). If the mass flux is very high, 

a buoyant mixture of pumice, steam, 

and hot water will rise and potentially 

Figure 3. Schematic representation of a shallow-water, explosive eruption that generates pumice (adapted 
from Kano, 2003). The eruption produces a central gas-rich core that ascends and mixes with seawater. 
Some pumice continues to rise to the surface, but other clasts become waterlogged and sink. Mixing with 
seawater at the edges of the eruption column produces dense, particle-laden mixtures that collapse and 
flow down the submarine slopes.
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Coarse, dense pyroclasts rapidly decouple 
from the neptunian column and are concentrated 
close to source. They may accumulate near the 
vent and/or be entrained in neptunian density 
currents. Those that are carried by a density 
current will preferentially segregate toward the 
base and form a neptunian lithic breccia layer 
gradationally below a neptunian density current 
deposit (e.g., McPhie and Allen, 2003). Forma-
tion of a neptunian lithic breccia depends on 
there being a signifi cant supply of dense clasts.

Environmental Signifi cance of Neptunian 
Pyroclastic Facies

Identifi cation of neptunian pyroclastic facies 
in ancient successions provides useful, though 
broad, constraints on both depositional environ-
ment and the source vent setting. The deposi-
tional structures (very thick graded beds, laterally 
continuous even lamination, and bimodal ash and 
giant pumice beds) of this association provide 
reliable, independent evidence of a subaqueous 
below-wave-base depositional environment.

The source vents for neptunian eruptions are 
under water, but not too deep to inhibit mag-
matic volatile–driven explosivity and the pro-
duction of highly vesicular pumice. Formation 
of highly vesicular pumice (i.e., 77 vol% vesi-
cles) depends on the magma volatile content and 
the confi ning pressure. Magmas with high H2O 
(7 wt%) can form this pumice in water 2000 
m deep, whereas the limit for magmas with 3 

wt% H2O is 700 m. Furthermore, calculations 
of Wilson et al. (1980) indicate that to attain 
exit velocities in excess of 100 m/s, the lower 
end of those in Plinian eruptions, water depths 
need to be <1300 m for magmas with 7 wt% 
H2O, or <400 m for magmas with only 3 wt% 
H2O. Deeper vents will presumably generate 
less vesicular pyroclasts and/or effusive, rather 
than explosive, eruptions (e.g., Busby, 2005). At 
the other extreme, the shallowest known vent 
that produced a neptunian eruption was at ~200 
m (Shinjima Pumice; Kano et al., 1996). Erup-
tions at much shallower vents generate subaerial 
phreato-Plinian eruption columns. Hence, we 
conclude that vents for neptunian eruptions are 
most likely to be in water depths of 200–1300 
m. It is plausible that major peaks in eruption 
intensity could cause neptunian jets to tempo-
rarily breach the water-air interface.

DISTINCTION FROM OTHER 
SUBAQUEOUS PUMICE-RICH FACIES

Neptunian eruptions are not the sole source 
of highly vesicular pumice lapilli–rich density 
current and suspension deposits in subaqueous 
successions. Other eruption styles, at both sub-
aqueous and subaerial vents, can produce sub-
aqueous pumiceous deposits.

Subaqueous pumice cones or tuff cones (e.g., 
Cas et al., 1990; Allen et al., 1996; Allen and 
McPhie, 2000) comprise thickly bedded, rela-
tively well-sorted, angular pumice lapilli and 
blocks. They may be intimately associated with 
domes and cryptodomes of the same composi-
tion. The pumice clasts are derived from mul-
tiple, partly dome-seated subaqueous explo-
sions, and from quench fragmentation. They 
are deposited by a combination of settling from 
suspension and grain fl ows. Subaqueous pumice 
cones are distinguished from neptunian pyro-
clastic facies by their cone-shaped geometry, 
small volume (<<1 km3) and lateral extent (less 
than a few kilometers), well-sorted nature, lack 
of ash, and the occurrence of very coarse clasts 
in beds throughout the succession.

Suspension deposits that contain giant pum-
ice clasts can only be confi dently interpreted as 
neptunian in cases where an association with a 
neptunian density current deposit is clear. Giant 
pumice clasts spalled from subaqueous dome 
carapaces appear texturally identical (e.g., Kano, 
2003), and the depositional processes (settling 
from suspension once waterlogged) and environ-
ment (quiet subaqueous) are the same as giant 
pumice clasts in neptunian suspension deposits.

Some magmatic volatile–driven explosive 
eruptions are thought to have generated sub-
aqueous hot gas-supported pyroclastic fl ows 
(e.g., Francis and Howells, 1973; Kokelaar and 
Busby, 1992). Deposits from subaqueous (and 
subaerial) hot gas-supported pyroclastic fl ows 
differ substantially from neptunian density cur-

rent deposits, being ash rich, very poorly sorted, 
and associated with a variety of facies that are 
not part of the neptunian association. They may 
also show evidence of hot emplacement such 
as thermal oxidation, welding compaction, and 
high-temperature crystallization of glassy com-
ponents (Cas and Wright, 1991; Kokelaar and 
Busby, 1992).

Pumice clasts that cool in air before coming 
in contact with water will fl oat and form rafts 
until they are waterlogged (e.g., Whitham and 
Sparks, 1986; Manville et al., 1998). Deposits 
from pumice rafts differ from neptunian suspen-
sion deposits in being thin and widespread, and 
they consist primarily of pumice lapilli (rather 
than ash or a bimodal ash and block combina-
tion). Also, the pumice clasts are well rounded 
by abrasion within the rafts.

Subaqueous water-supported density current 
deposits derived from subaerial pyroclastic fl ows 
are inferred to be depleted in pumice clasts and 
enriched in crystals and/or lithic clasts because 
of additional sorting that accompanies the sub-
aerial-subaqueous transition (e.g., McPhie and 
Allen, 2003; Allen and Freundt, 2006). Shore-
line processes and resedimentation result in the 
supply being episodic rather than continuous, 
leading to marked lateral facies variations and 
to concentration of pumice clasts in discrete 
lenses (e.g., Kurokawa and Tomita, 1998). These 
deposits will also contain accidental clasts that 
are characteristic of subaerial or shallow-water 
settings (e.g., McPhie and Allen, 2003).

CONCLUSIONS
Neptunian pyroclastic facies are dominated 

by very thick beds of nonwelded pumice lapilli; 
lithic breccia may be present at the base and a 
bed of laminated ash or bimodal ash and giant 
(>1 m) pumice clasts at the top. Neptunian 
eruptions are subaqueous, sustained, magmatic-
volatile driven explosive eruptions sourced from 
vents in water depths of 200–1300 m. Mixing 
with water causes a rapid loss of heat and trans-
formation to a liquid water-particle dispersion. 
Pumice lapilli cool and become waterlogged 
within a few seconds, increasing the density 
of the column so that it collapses, becoming a 
fountain that produces pumice lapilli–rich nep-
tunian density currents. Ash with slow settling 
velocities and still hot, giant pumice clasts are 
entrained in a rising, warm-water plume. Sedi-
mentation from this plume produces a neptu-
nian suspension deposit. The main requirement 
for production of neptunian density current and 
suspension deposits is that hot, highly vesicular 
pumice clasts cool in water rather than air.
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Figure 3. Idealized neptunian eruption col-
umn where there is clear match between 
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buoyancy in water primarily controls its behaviour as it emerges
from the vent. At higher eruption rates, magmatic fragmentation
within the conduit will dominate as the magma is torn apart by
bubble expansion (neptunian eruption style1) but this inevitably
results in distorted vesicle textures over a broad range in bubble
sizes, reflecting shear strain imparted in the conduit. At lower
eruption rates, the magma will generate domes or lava flows,
similar to those on land, with accompanying open-systemdegassing
to generate microlites and distinctive vesicle textures in their
pumiceous carapaces (fragments of which can also detach and
float7,10). The combination of intermediate eruption rates and an
overlying substrate of water gives rise to an eruption style that
is unique to subaqueous volcanism, and does not fit into either
pre-existing explosive or effusive regimes.

Given the distinctive characteristics of the Macauley pyroclasts
and their inferred origin, we suggest this style of volcanism be
namedTangaroan for the research vessel used to collect the samples,
itself named after the Maori god of the sea. Dispersal of Tangaroan
clasts can be widespread, as transport of the detached blebs will
occur in the heated, buoyant water plume above the vent and at
the water surface (Fig. 4). Moreover, liberation of fragments from
disintegrating blebs occurs at (or below) the water surface and the
fragments can thus drift farther while settling through the water
column. The resulting eruption deposit characteristics, even if fed
solely by this style, may thus vary widely owing to the diversity of
possible events. These could include the timing of when/if the blebs
quench and disintegrate, the speed and direction of transporting
plumes and currents, and the amount of syn- and post-depositional
seafloor reworking of thewaterlogged near-neutrally buoyant clasts.
The Tangaroan eruption style may thus contribute texturally
distinctive clasts to a wide variety of subaqueous volcaniclastic
deposits, with no single unique facies geometry, distribution,
volume or thickness range that corresponds to the style.

We infer that the Tangaroan eruptive style has been recorded
or observed in modern subaqueous eruptions but that its general
significance as a source of submarine pyroclasts has not been
recognized, in part because of a lack of corresponding clast-specific
data. Several silicic examples have been recorded. At West Rota
volcano, Marianas arc, near-neutrally buoyant, metre-scale rhyolite
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Figure 4 | Explanatory schematic of the Tangaroan eruption style. Insets
(i–iii) show the progression of bubble growth and coalescence at the bleb
interior. i, Blebs detach from the vent at ⇠60% vesicularity. ii,iii, Blebs rise
toward the sea surface while continuing to internally vesiculate, expand,
and spall off quenched rind fragments. See text for details.

‘pumice balloons’ with radial interior cooling joints are recorded22.
Dacite-rhyolite pumices in the San Agustin deposit from Ilopango
caldera, El Salvador25, also show evidence for rapid cooling (jointing
and quenched exteriors), wide ranges in vesicularity and textures,
intermediate eruption rates and passive flotation of clasts away from
vent. In the 1934–1935 Shin–Iwojima eruption, Japan, metre-sized
rhyolite pumice blocks rose in swarms to the sea surface. This
eruption overall was non-violent and ships were able to move
through the near-vent pumice raft3. Although proposed here for
silicic compositions, Tangaroan-style processes could apply to other
magma compositions. Basaltic examples may have occurred near
Socorro Island, Mexico26, and Terceira, Azores27,28, when highly
vesicular to hollow, ellipsoidal ‘basalt balloons’ up to 3m across,
rose to the sea surface in irregular pulses.

This distinctive Tangaroan subaqueous eruption style enables
transport and deposition of pyroclasts (blebs and their disintegrated
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loss or fl uxing; and (3) the magma rose quickly 
enough to prevent buoyant bubble decoupling. 
This scenario is consistent with observed vesi-
cle textures, and inconsistent with Strombolian 
degassing, which is characterized by open-sys-
tem decoupling of gas slugs. It is partly analo-
gous to Hawaiian or Plinian degassing, but with 
a critical difference imposed by hydrostatic 
pressure. Magma at Kilauea volcano that loses 
the bulk of its CO2 by open-system degassing 
in a summit reservoir may still fountain due to 
volatile-coupled exsolution of magmatic H2O 
alone (Gerlach and Graeber, 1985), whereas 
at Loihi, coupled degassing of CO2 and H2O is 
required, from at least several kilometers deep 
in the magmatic system.

Equilibrium entrapment pressures of south-
ern cone glass inclusions, calculated from 
volatile solubility (Dixon and Stolper, 1995; 
Newman and Lowenstern, 2002), range from 
16 to 78 MPa, and indicate progressive entrap-
ment by crystals growing in an ascending melt 
(Fig. 3D). Magma between the 8–9 km shallow 
storage zone at Loihi (Garcia et al., 2006) and 
the deepest (~3 km, lithostatic) inclusion ana-
lyzed is not represented in the data. Ash (glass 
selvages) equilibrated to 15–16 MPa, ~200 ± 
20 m (lithostatic) below the southern cone vent, 
while lapilli equilibrated to pressures of only 
5–7 MPa, ~500 ± 100 m (hydrostatic) above the 
vent. Ash pressures probably represent quench-
ing of effi ciently fragmented melt at the frag-
mentation surface, with lapilli glasses recording 
additional volatile exsolution above the vent in 
the eruptive jet (Head and Wilson, 2003).

FRAGMENTATION
Fragmentation ultimately differentiates an 

effusive from an explosive eruption, and evi-
dence for specifi c mechanisms of fragmenta-
tion is preserved in the morphology of fi ne ash 
(Büttner et al., 2002; Zimanowski et al. 2003). 
Figure 4 compares blocky Loihi ash particles 
having scallop-stepped surface fractures, 
adhering microparticles, and surface pitting, 
with ragged Kilauea Iki ash particles having 
shapes defi ned by smooth vesicle walls. The 
Loihi grains are typical hydromagmatic “active 
particles” (Büttner et al., 2002), diagnostic of 
highly energetic thermohydraulic explosions 
(Büttner et al., 2002; Zimanowski and Büttner, 
2003), while Kilauea’s grains are diagnostic of 
magmatic fragmentation. The active particles 
are of critical signifi cance. They are formed 
by the most effi cient mechanism of thermal-to-
mechanical energy transfer known in volcanic 
systems (Zimanowski et al., 2003), and a small 
proportion of them (<10% of ash grains) in the 
deposit represents the dominant fragmentation 
mechanism.

At ~42% vesicularity, and with low perme-
ability, a magmatic contribution to fragmenta-

tion resulting from rapid overpressurization of 
bubbles (Spieler et al., 2004) or inertial effects 
(Namiki and Manga, 2008) is possible, but 
unlikely. The CO2 in vesicles at >7.3 MPa (~730 
mbsl) is a relatively dense supercritical fl uid 
that would accelerate melt less quickly than the 
H2O-dominated vapor in vesicles at a subaerial 
vent (Papale and Polacci, 1999); the low viscos-
ity of basaltic melt allows rapid bubble expan-
sion without fragmentation. Uncoalesced vesi-
cles preserved in lapilli (Fig. 2A) did not burst, 
and there are no textural indicators of magmatic 
fragmentation in the southern cone ash particles.

Unlike fi ne ash grains, coarse lapilli in Loi-
hi’s southern cone (as in Fig. 2A) are morpho-
logically nondiagnostic of fragmentation mech-
anism. They have incomplete sideromelane 
rims and are subequant and fracture bounded, 
suggesting derivation by breakup of decimeter-
scale bombs, like those that are visibly intact in 
the deposits but too brittle to recover. We infer 
that initial in-conduit weakening of the melt 
due to magma vesiculation and rapid accelera-
tion was amplifi ed into wholesale fragmenta-
tion by additional mechanical energy released 
from the localized thermohydraulic explosions 
that created the active particles. This proceeded 
by a combination of direct shock effects, accel-
erations away from explosion sites, and hydro-
fracturing by steam or water driven through the 
magma (Austin-Erickson et al., 2008). Thermo-
hydraulic explosions did not simply overprint 
otherwise fountaining magma; they occurred 
below the vent level, initiating and dominat-
ing fragmentation. Equilibration pressures of 
fi ne ash defi ne a hydromagmatic fragmentation 

level ~200 m below the vent (Fig. 3D), where 
explosions would have signifi cantly enhanced 
particle dispersion, driving high eruptive jets 
that explain lapilli equilibration pressures well 
above the vent (Head and Wilson, 2003). Sub-
sequent quenching of particles in water then 
prevented welding after deposition.

DISCUSSION
Subaerial Strombolian bursts require vola-

tile decoupling from relatively stagnant melt, 
whereas Hawaiian fountains and Plinian jets are 
driven by volatile-coupled exsolution in more 
rapidly ascending melt (Wilson and Head, 1981; 
Parfi tt, 2004; Houghton and Gonnermann, 
2008). There is a natural continuum between 
these eruption styles: one often passes into the 
other over time, degassing may be complicated 
by permeable gas loss and/or post-fragmenta-
tion vesiculation (Mangan et al., 1993; Cash-
man and Mangan, 1994; Mangan and Cashman, 
1996; Polacci et al., 2006; Houghton and Gon-
nermann, 2008), and volatile fl uxes measured at 
subaerial volcanoes commonly confi rm decou-
pling of a deep-exsolved gas fraction, even in 
sustained eruptions (Allard et al., 2005). Vesicle 
textures and volatile measurements indicate 
that southern cone Loihi magma ascended and 
degassed in a near-perfect volatile-coupled sys-
tem and can be taken, from an in-conduit per-
spective, to represent an end-member of volatile 
behavior in a system more coupled than even 
type examples of Hawaiian fi re fountaining.

The traditional view that hydrostatic pressure 
at submarine vents precludes effi cient volatile 
exsolution and limits explosive potential refl ects 
the observation that lavas are volumetrically 
dominant on the seafl oor (Moore et al., 1982; 
Garcia et al., 2006). Strong coupling of vola-
tile-phase bubbles with magma, as captured 
in this study’s pyroclasts, may be a necessary 
precondition to effi cient vesiculation that helps 
facilitate explosive magma-water fragmentation 
(Trigila et al., 2007) and propel magma to drive 
vigorous, cone-forming submarine explosive 
eruptions of basalt at depth. Without seawater 
for hydromagmatic fragmentation, the southern 
cone magma would still likely have erupted in 
vigorous effusion but without pervasive frag-
mentation (Zimanowski and Büttner, 2003). 
This eruption style, which we term “Poseidic,” 
accounts for both hydrostatic pressure con-
straints to degassing, and specifi c effects of 
magma-water interaction.

CONCLUSIONS
Submarine pyroclastic deposits must be 

treated as distinct from subaerial ones. Com-
parisons to subaerial eruptions are useful, but 
have limitations: hydrostatic pressure limits 
volatile exsolution, interaction of magma with 
seawater is inevitable, and eruption into deep 

Figure 4. Fine ash morphology. A: Poseidic 
Loihi active particles. B: Hawaiian fi ne ash.
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5.3.2. Bubble nucleation and fragmentation
Bubble nucleation has beennumerically and experimentally demon-

strated to be largely driven by pressure differentials experienced by
volatile-rich magmas during rapid decompression (e.g., Sparks, 1978;
Toramaru, 2006; Stix and Philips, 2012). Bubble nucleation occurs
when supersaturation is sufficient for large nucleation rates, defined
by Hurwitz and Navon (1994) to occur at supersaturation pressures
of 10 to N70MPa, depending on the sites available for heterogeneous
nucleation. The more volatile-rich themagma is, the shallower in the
conduit bubbles can continue to nucleate if large supersaturations
are present. With the extra pressure (~10 MPa) of a 1000 m water
column at Healy, the level at which bubble nucleation and fragmen-
tation occurred would be shifted ~360 m shallower relative to the
vent in comparison to if the eruption were occurring in a subaerial
environment. In addition, the Healy magma would have experienced
a smaller pressure drop on fragmentation, due to the pressure of the
overlying water column, and therefore undergone less vigorous
nucleation just prior to fragmentation. As a first order approach,
assuming the same eruptive conditions as the May 1980 Mt
St. Helens dacite, in which fragmentation is shown to have occurred
520 m below the subaerial vent (13.8 MPa assuming overlying rock
density of 2.7 g/cm3: Klug and Cashman, 1994), the Healy fragmenta-
tion zone would have been ~130 m below the submarine vent
(Fig. 13a).

5.3.3. The gas thrust region and convective plume
Plinian subaerial silicic explosive eruptions have peak eruption in-

tensities that range from 1.6 × 106 to 1.1 × 109 kg/s, with most around
107–108 kg/s (e.g., Carey and Sigurdsson, 1989) and the basal gas thrust
region (or jet) is powered by its initial momentum with negligible
buoyancy effects (Sparks, 1986). For dry-type subaerial eruptions, jet
heights can reach from 0.5 to 4 km above the vent, but this figure varies
with magma temperature and gas content, exit velocity and vent radius
(Woods, 1988). The rising jet decelerates as the initial kinetic energy is
expended, and the bulk density of the mixture decreases from entrain-
ment and heating of the surrounding air. It is unknown, however, to
what distances the gas thrust region can penetrate in the submarine en-
vironment, but it will decelerate more rapidly than its subaerial coun-
terparts due to the higher confining pressure, decreased momentum
through ingestion of a higher density medium, and rapid cooling by
water (e.g., Cashman and Fiske, 1991; Koyaguchi and Woods, 1996).
Some studies have postulated the gas thrust region to reach
200–400 m (e.g., the Yali and Filakopi Pumice Breccias: Kano et al.,
1996) but this distance has not been quantified.

In subaerial eruptions, the convective plume region occurs when the
initial kinetic energy of the gas thrust region is expended and upward
buoyancy due to entrainment and heating of the atmosphere takes
over (Woods, 1988). In the submarine environment, however, the
strong confining dynamic pressure, coupled with the higher density
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Fig. 13. Schematic model illustrating the overall model derived here for deep submarine eruption dynamics. Panels are not to scale, but representative dimensions and figures are added.
Magma chamber depth is determined by amphibole thermobarometry (Barker et al., 2013) using the method of Ridolfi et al. (2010). Water depth is assumed from the conservative es-
timate for pre-caldera edifice reconstruction ofWright et al. (2003). The density of seawater is assumed to be 1.035 g/cm3 and density of oceanic crust to be 2.89 g/cm3 (from Ridolfi et al.,
2010). In panel (a) the eruption begins inmuch the sameway as itwould subaerially with the bubble nucleation and fragmentation zones shifted to shallow levels by only ~360m relative
to the vent outlet due to the added pressure of the overlying seawater. In panel (b) rise of the eruption jet decreases the pressure experienced within the conduit and nucleation and
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327M.D. Rotella et al. / Journal of Volcanology and Geothermal Research 301 (2015) 314–332

Rotella et al., 2015

141

Fig. 12 A model for genera-
tion of (B) a coarse mass flow
by (A) subaqueous explosion
of a lava. (Not to scale)

dome. The coarse pumice clasts are usually found as
isolated “fallout” clasts on the sediments of the sur-
rounding areas (Mahood 1980; Clough 1981, 1982; Wil-
son and Walker 1985). In a submarine eruption from
Kikai caldera, Japan, numerous hot pumice blocks of
meter size floated on the sea for a while before sinking
block by block upon cooling (Tanakadate 1935), and
were found to be sparsely distributed on the caldera
floor in a subsequent submersible survey (Nakamura et
al. 1986). Hot pumice clasts ejected into water have a
larger chance to reach the water surface in proportion
to their size, because pumice clasts are buoyant as long
as they are sufficiently hot to generate vapor films on
their surfaces (Tanakadate 1935; Whitham and Sparks
1986). Once they have reached the water surface, they
become buoyant for weeks or months as their pores are
filled with the air upon cooling (Whitham and Sparks
1986), whereas some others sink due to invasion of wa-
ter into the hot interiors upon fracturing by thermal
stress-induced contraction or volatile expansion (Tana-
kadate 1935; R. S. Fiske, pers. commun.). Hence, many
pumice blocks float away from the source and sink spo-
radically (Mahood et al. 1980; Clough et al. 1981, 1982;
Kato 1987). Hot pumice clasts erupted into the air and
emplaced on the water surface are also unlikely to form
mass flows for the same reason.

Generation of the mass flow

As discussed above, the coarse fibrous pumice debris of
the Tayu Volcaniclastic Bed E stems probably from a
deep submarine, explosive eruption of vesicular magma
or explosive collapse of lava. Intense shear in the basal
part of the Tayu Volcaniclastic Bed E may reflect rapid
lateral movement of the coarse clasts fallen out from an
eruption plume.

As shown in an illustration of a story of explosive
collapse of lava (Fig. 12A) and succeeding generation
of a mass flow (Fig. 12B), a subaqueous pyroclastic

eruption plume should involve a low and wide gas
thrust region due to a high ambient pressure (Kokelaar
and Busby 1992), and is normally expected to collapse
easily by water entrainment to form water-logged mass
flows (Kano et al. 1996). The resulting mass flow must
therefore, be dense with a large lateral momentum.
When the mass flow travels down the slope of the vol-
canic edifice, some coarse hot pumice blocks will reach
the water surface and float away together with the finer
materials blown upwards by explosion or lifted by up-
ward thermal convection (Cashman and Fiske 1991).
Some portion of the eruption products, however, may
continue to flow downslope as hot pumice clasts be-
come denser by ingesting water and disintegrate into
finer clasts due to thermal stress-induced strain and/or
grain-to-grain collision. This is similar to what happens
as pyroclastic flows enter shallow water (Kano 1990) or
travel down subaqueous slopes (Cole and DeCelles
1991; Kano et al. 1994).

Alternatively, coarse pumiceous clasts emplaced on
a subaqueous slope may subsequently slump due to lat-
er eruptions, earthquakes, tsunamis, storms, or other
catastrophic events, similar to the collapse of marine,
dome-top pumiceous tuff cone (Cas et al. 1990 and ref-
erences therein). Water-saturated pumice blocks will
be close to or only slightly larger than water in bulk
density, and can be mobilized by even small external
forces. Moving downslope, the slumping pyroclastic
mass evolves probably to a sediment gravity flow (Mid-
dleton and Hampton 1973) with progressive dilution
and fluidization through water ingestion.

In either case the resulting deposit will contain little
evidence of high-temperature emplacement with simi-
lar internal structures. This makes it difficult to specify
the origin of the deposits of this type. This author, how-
ever, believes that the Tayu Volcaniclastic Bed E was
formed during an eruption because of (a) thick accu-
mulation of homogeneous and unique composition, (b)
predominance of internal shear, (c) absence of fossils

Kano, 1996

after Kano et al., 1996 



Deep thought #3

What influence does seawater have on fragmentation and dispersal in submarine arc eruptions 
i.e., can magmatically-driven pyroclastic eruptions occur in the deep ocean (>1000m)?


How can deposit characteristics be inverted to constrain eruption processes?



HMS Canterbury discovered pumice raft

MODIS satellite image, 19 July 2012

Jutzeler et al., 2014

Discovery of the Havre 2012 Eruption

1
2

First viewed by a passenger on an airpline, the pumice raft was intersected by the NZ 
Navy and subsequently tracked to its source using satellite imagery. The pumice raft 
area was ~40 km2 and its volume is estimated ~1 km3

3

Carey et al., 2014



Mapping, Exploration, and Sampling at Havre (MESH)

AUV Sentry ROV Jason

• AUV Sentry  
- (12 dives, 56km2 survey area)


• ROV Jason  
- (12 dives, 240h bottom time)

- (290 samples of rock, 

sediment)


- (heat flow measurements)

• Coring & clamshell grabs 

- (35 cores/grabs, ~20 
successful)

Carey et al., 2018
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Murch et al. Ash With Lapilli Unit at Havre Volcano

FIGURE 10 | (a) Bathymetric map showing Havre caldera along with the distributions/outlines of the clastic deposits produced during the 2012 Havre eruption
where: GP unit – white dashed, ALB unit – white dash and dots, S2 – green, S3 – yellow, S4w – dark blue, and S4e – light blue. Solid line indicates a deposit
boundary constrained by sample characteristics, while the dashed boundary are constrained by bathymetry, seafloor texture, etc. Subunit 1 (purple) is present at all
sample sites with no change in thickness or grainsize, and is interpreted to extend well beyond AUV-mapped area. The inferred locations of the sources for each
subunit are denoted by stars. (b) An idealized stratigraphic cross section through the Havre eruption deposits [generalized location shown on (a)] showing temporal
and spatial relations of deposits from various vents. Three stages have been identified for the Havre eruption reflecting changes in style and location, from dispersed
effusive to fragmental eruption focused on a single vent, then to dispersed effusive with weakly pyroclastic behavior.

now filled with Dome OP. On entering the caldera the flow
is inferred to have acted in a similar manner to a density
current entering a restricted basin (e.g., Pickering et al., 1992;
Edwards et al., 1994; Mulder et al., 2009; Pickering and Hiscott,
2009; Talling et al., 2012). Reflection between steep caldera walls

caused the flow to pond, resulting in a thickened deposit
of S2 compared with outside the caldera. We infer that S2
comprises more-distal and dilute deposits of density currents
that also emplaced the ALB unit (Figure 10). Rapid slowing
of the flow by condensation of any volatile component and

Frontiers in Earth Science | www.frontiersin.org 15 January 2019 | Volume 7 | Article 1

Murch et al., 2019
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Fig. 7. Schematic illustration of the eruption of magma with Havre composition and water content, but at different depths: (a) shallow enough that fragmentation occurs in 
the conduit, (b) Havre vent depth, and (c) deep or ascended slow enough that vesicularity is < 58%. In (b), clast size in the raft decreases with transport owing to abrasion. 
Inset in each panel illustrates the manner in which clasts might form, either within the conduit (a), or quenching in water (b and c). Panel (b) illustrates the settling of 
smaller clasts close to the vent, the rise of large, hot clasts to the sea surface, the trapping of hot pumice beneath the sea surface, and the settling of giant pumice out of 
the raft due to water ingestion. The relative temperature gradient of melt to glass in clasts given from orange to grey, respectively. White shapes are vesicles. Liquid water is 
blue. Not to scale.

South Sandwich arcs contain many deep submarine silicic volca-
noes, and similar eruptions may be common.

5. Conclusions

The 2012 pumice raft-forming eruption was produced from a 
vent that extruded buoyant vesicular rhyolite into the sea at speeds 
> 10 m/s. This lava fragmented by quenching in the ocean to pro-
duce three subpopulations of clasts. Large clasts (> 1 m) rose to the 
sea surface without ingesting enough water to sink. Those large 
clasts with sufficient isolated vesicles and/or trapped gas remained 
afloat in the raft. Large clasts that did not retain enough gas, and 
those that were trapped beneath the pumice raft, sank to create 
the seafloor giant pumice. Smaller clasts would not have reached 
the surface, ingesting water quickly and settling close to the vent, 
or were transported by currents if small enough.

The eruption style documented at Havre may be dominant for 
submarine silicic eruptions, as most submarine vents are at depths 
greater than a few hundred meters. Voluminous deposits of giant 
pumice clasts are a product, and thus an indicator, of large, deep 
silicic effusive eruptions. This eruption style can partition most of 
the mass into distal and global ocean basins, which has implica-
tions for how we interpret past events and may ultimately lead to 
a re-evaluation of the volumes and magnitudes of submarine erup-
tions in the past.
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Appendix A. Why ingestion is not likely to be limited by 
permeability for large clasts

As the interior of vapor-filled pumice cools, vapor condenses 
and draws in liquid water. Whether heat loss or permeability limits 
this ingestion of liquid depends on the ability of a clast to lose 
heat compared to the ability of liquid to flow into the clast – the 
slowest process will govern liquid ingestion.

The condensation of vapor and heat loss from the clast is sim-
ilar to the classic Stefan problem except that advection of heat by 
liquid water drawn into the clast may dominate the heat trans-
port. An energy balance at the vapor–liquid interface balances the 
conductive transport across that interface with the latent heat re-
leased

−κ
dT
dx

= ρsφLu (A.1)

where u is the fluid velocity, L the latent heat, ρs is the density of 
steam, φ is porosity, T is temperature, κ is the thermal conductiv-
ity of the liquid-saturated clast, and x is position. The temperature 
distribution within the liquid-saturated part of the clast that deter-
mines the left-hand side of equation (A.1) depends on u, and we 
use the solution for steady-state advective-diffusion problem from 
Bredehoeft and Papadopulos (1965)

T (x) − Ta

Ts − Ta
= eβx/a − 1

eβ − 1
(A.2)

where β = ua/D is a dimensionless Peclet number (ratio of ad-
vection to diffusion of heat), where D is the thermal diffusivity of 

Manga et al., 2018 (see also Fauria et al., 2017; Fauria & Manga, 2018)

Conduit models suggest that the hydrostatic pressure at ~900m suppressed gas resolution enough to prevent 
strain rates required for fragmentation. Instead, the pumiceous magma extruded effusively and broke apart into 
pumice clasts which were bouyant relative to seawater.


This eruption occurred at a ‘goldilocks’ depth (>200m, <2800m). Deeper eruptions (with Havre magma) would 
produce dense flows and shallower eruptions would fragment in the conduit due to extensive degassing and 
accompanying viscosity increase. 





4.5m

1.
5m



Variable cooling rate and settling velocities
Ash and very coarse pumice clasts are 

separated from pumice lapilli
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4.1. Stage 1a: saturation of pumice below the phase change
temperature

We find that the flux of liquid water into clasts (Eq. (3)) decreases
exponentially with time for clasts with initial temperatures less than
the boiling point such that

Ql(t) = Qo exp(−nt), (4)

where Qo is the initial flux of liquid into the clast, n is a fitted coeffi-
cient, and t is time (Fig. 5). The exponential decline in Q l is consistent
with a Darcy model for flow in which pressure gradients are gener-
ated by hydrostatic pressure (Horton 1933; Assouline, 2012). For the
same clast, initial liquid flux increases with initial clast temperature
(Fig. 5) and we hypothesize that this is because thermal contraction
adds to the pressure gradient drawing water into the clast.

4.2. Stage 1a: saturation of pumice above the phase change
temperature

When the initial temperature of a clast is greater than the boil-
ing point, we observe that the initial saturation of the clast is rapid
(e.g., Fig. 3). We propose that rapid air escape and water inges-
tion occur as a result of hydrodynamic instabilities (e.g., Dufek et
al., 2007). Thermal contraction of air may also draw in liquid water
(e.g., Allen et al., 2008). While stage 1a liquid flux is high, we do not
yet have a quantitative model for this stage. We propose, however,
that as liquid water is ingested and comes into contact with the hot
clast interiors, water is flashed to steam. Stage 1a would not exist for
initially water vapor-filled clasts.

4.3. Stage 1b: cooling controls saturation

Stage 1a transitions to stage 1b when clasts contain appreciable
steam. During stage 1b, we envision that cooling generates an inward
moving condensation front (Fig. 6) and that clasts saturate as con-
densation draws in liquid water (e.g., Whitham and Sparks, 1986).
This scenario is similar to the classic Stefan problem, where heat loss
drives the movement of a vapor-liquid interface, except that per-
meable clasts can ingest water and ingested water may accelerate
cooling.

We compare our experimental measurements against a Stefan
model with advection to test the idea that cooling controls the satu-
ration of steam-filled clasts. Because the Stefan model neglects clast
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Fig. 5. Flow declines exponentially with time for clasts with initial temperatures
< 100◦C (the phase change temperature at 1 atm). We fit Eq. (4) to measurements
of liquid flux from clast ML02 and find that liquid flux increases with clast initial
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Fig. 6. Conceptual model of stage 1b cooling and saturation. Clasts contain steam in
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heat balances outward heat conduction. Liquid water is drawn into the clast at the
velocity of the condensation interface. The mathematical details of this model are
given in Appendix B.

permeability, we first argue (Section 4.3.1) why permeability does
not limit clast saturation.

4.3.1. Why permeability may not limit clast saturation
Consider a vapor-filled pumice that loses heat to its surround-

ings (e.g., Fig. 6). Similar to the classic Stefan problem, we expect
heat loss to cause condensation and drive the movement of a vapor-
liquid interface at velocity v. Because pyroclasts are permeable, we
also except that liquid water can be drawn into the clast. To deter-
mine whether heat loss or permeability limits clast saturation, we
compare the velocities at which water flows into a clast as a result of
permeable flow versus heat loss. The slowest velocity will limit, and
thereby control, clast saturation.

If heat-loss controls flow, the speed of the vapor-liquid interface
is determined by the classic Stefan problem (Fig. 6), where heat con-
duction is balanced by the release of latent heat at the vapor-liquid
interface

keff
dT
dx

= q0Lv, (5)

where keff if effective thermal conductivity, T is temperature, x is
distance, v is the velocity of the steam-liquid interface, q is the
fluid density, L is the latent heat of condensation, and where we
assume that all vapor is condensable. For this scaling analysis, we
use a steady-state solution to the 1-dimensional advection-diffusion
problem (Bredehoeft and Papaopulos, 1965) to estimate the temper-
ature distribution of the liquid-saturated part of the clast

T(x) − T∞
Ti − T∞

=
ePex/(ro−rs) − 1

ePe − 1
(6)

where ro − rs is the distance between the edge of the clast and the
steam-liquid interface, and Pe = v(ro−rs)

Deff
is a dimensionless Peclet

number (the rate of heat advection to diffusion), and Deff is the effec-
tive thermal diffusivity. We solve for the infiltration speed of liquid
water, v, into the clast by combining Eqs. (5) and (6)

v =
−Deff

ro − rs
ln

[
1 − keff(Ti − T∞)

qs0LDeff

]
. (7)

Fauria & Manga, 2018
Pumice are predicted to display a time-dependent 
buoyancy reflecting the rate of saturation such that 
larger pumice should travel further from the vent.



Giant pumice

Havre caldera floor, 1500m



Giant Pumice Recovery



Giant Pumice Recovery
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Cooling and saturation models appear to predict dispersal, but with significant second-order effects of 
pumice breakup and enhanced cooling via highly permeable bubble paths.




Volcaniclastic sediment on recent lava flows at 
the Gakkel Ridge, Arctic Ocean
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Explosive volcanism on the ultraslow-spreading
Gakkel ridge, Arctic Ocean
Robert A. Sohn1, Claire Willis1, Susan Humphris1, Timothy M. Shank1, Hanumant Singh1, Henrietta N. Edmonds2,
Clayton Kunz1, Ulf Hedman3, Elisabeth Helmke4, Michael Jakuba5, Bengt Liljebladh6, Julia Linder4,
Christopher Murphy1, Ko-ichi Nakamura7, Taichi Sato8, Vera Schlindwein4, Christian Stranne6,
Maria Tausenfreund4, Lucia Upchurch2, Peter Winsor1, Martin Jakobsson9 & Adam Soule1

Roughly 60% of the Earth’s outer surface is composed of oceanic
crust formed by volcanic processes at mid-ocean ridges. Although
only a small fraction of this vast volcanic terrain has been visually
surveyed or sampled, the available evidence suggests that explosive
eruptions are rare on mid-ocean ridges, particularly at depths
below the critical point for seawater (3,000 m)1. A pyroclastic
deposit has never been observed on the sea floor below 3,000 m,
presumably because the volatile content of mid-ocean-ridge basalts
is generally too low to produce the gas fractions required for frag-
menting a magma at such high hydrostatic pressure. We employed
new deep submergence technologies during an International Polar
Year expedition to the Gakkel ridge in the Arctic Basin at 856 E, to
acquire photographic and video images of ‘zero-age’ volcanic ter-
rain on this remote, ice-covered ridge. Here we present images
revealing that the axial valley at 4,000 m water depth is blanketed
with unconsolidated pyroclastic deposits, including bubble wall
fragments (limu o Pele)2, covering a large (.10 km2) area. At least
13.5 wt% CO2 is necessary to fragment magma at these depths3,
which is about tenfold the highest values previously measured in
a mid-ocean-ridge basalt4. These observations raise important
questions about the accumulation and discharge of magmatic vola-
tiles at ultraslow spreading rates on the Gakkel ridge5 and demon-
strate that large-scale pyroclastic activity is possible along even the
deepest portions of the global mid-ocean ridge volcanic system.

The Gakkel ridge, stretching ,1,800 km across the eastern Arctic
Basin, is the ultraslow-spreading end-member of the global mid-
ocean ridge (MOR) system, and in 1999 the Global Seismic
Network (GSN) detected the largest MOR earthquake swarm ever
recorded6 on the ridge at 85u E. Several lines of evidence suggest that
the swarm was associated with a major volcanic event6–10, but our
ability to characterize volcanic processes in this region has been lim-
ited by its remote location and ice cover. From 15 to 31 July 2007 the
Arctic Gakkel Vents (AGAVE) expedition aboard the icebreaker
Oden surveyed the presumed eruption site with a Kongsberg
EM120 1u3 1u multibeam echo sounder, a conductivity–temper-
ature–depth rosette, two autonomous underwater vehicles and a
sub-ice camera and sampling platform (CAMPER).

We produced a high-resolution bathymetric map of the axial valley
floor at 85u E by operating the sonar system while drifting quiescently
in the ice pack. The combination of the low-noise survey mode and
the decrease in variance obtained from ping-averaging several dozen
overlapping tracklines allowed us to produce a highly detailed (30-m
pixel resolution) sonar image of the eruption site (Fig. 1), showing

that the axial valley is filled with distinctive volcanic features. These
volcanoes are up to ,2,000 m in diameter and a few hundred metres
high. They are commonly flat-topped, contain a prominent central

1Woods Hole Oceanographic Institution, Woods Hole, Massachusetts 02543, USA. 2Marine Science Institute, University of Texas at Austin, Port Aransas, Texas 78373, USA.
3Swedish Polar Secretariat, 104 05 Stockholm, Sweden. 4Alfred Wegener Institute for Polar and Marine Research, Bremerhaven 27570, Germany. 5Johns Hopkins University,
Baltimore, Maryland 21218, USA. 6Göteborg University, Goteborg 40530, Sweden. 7AIST, Tsukuba Central 7, 1-1-1 Higashi, Japan. 8Ocean Research Institute, University of Tokyo,
Minamidai, Nakano, Tokyo 164-8639, Japan. 9Department of Geology and Geochemistry, Stockholm University, 106 91 Stockholm, Sweden.
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Figure 1 | Detailed bathymetry (30 m grid spacing) of the Gakkel ridge at
856 E in the Arctic Ocean. The inset map shows the location of the 85uE
segment (yellow star) along the Gakkel ridge (red line) in the Arctic basin.
The main panel shows illuminated, colour bathymetry of the 85u E segment
acquired during the AGAVE expedition. The axial valley contains large
numbers of distinctive, cratered volcanoes, including a cone on a fault
terrace of the northern valley wall. Photographic bottom surveys were
conducted along profiles shown as thin black lines on the map. Pyroclastic
deposit samples were collected at sites shown by white circles, and the
photographs shown in Fig. 2a, b were taken at the sites shown by the lettered
red stars. Named features include two volcanic ridges in the centre of the
axial valley (Jessica’s hill and Duque’s hill), and three cratered volcanoes
along a ridge-parallel fissure to the south (Oden, Thor and Loke). The
bathymetry data were plotted with Generic Mapping Tools22.
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crater and cluster on ridge-parallel faults or fissures. The type
example is perhaps Oden volcano, which is ,300 m tall and
,1.5 km in diameter, and contains an ,50-m deep central crater
,500 m in diameter (Fig. 1).

A real-time fibre-optic connection allowed scientists aboard the
icebreaker to ‘fly’ the CAMPER vehicle 2–5 m above the sea floor
within the region of the suspected eruption and acquire photographic
still imagery and high-definition video imagery of the volcanic terrain.
The images reveal that the axial valley topography is blanketed with
unconsolidated pyroclastic deposits up to 10 cm thick. The thickest
deposits overlie the weathered and broken lava flows (Fig. 2a) on
Jessica’s hill and Duque’s hill in the centre of the axial valley (Fig. 1),
whereas the fresh (that is, unweathered, glassy surfaces with delicate
ornamentations) lava flows on the Oden and Loke volcanoes are
covered with a light dusting of material. Pyroclasts are piled atop
pillows and other high-standing features, indicating deposition by fall
rather than flow. Multiple falls are implied by spatial variations in the
apparent age (colour) and thickness of the deposits. The maximum
extent of the pyroclastic material is not known, because the deposits

were observed to cover every portion of the sea floor that we surveyed
(,20 linear kilometres within an ,5 3 10 km region).

A series of eight dives across the Oden and Loke volcanoes suggests
that the ubiquitous cratered volcanoes may be source vents for pyr-
oclastic eruptions, possibly including vulcanian explosions. These
volcanoes contain most of the fresh lava flows observed in our survey,
which consist primarily of pillows but also include ropey sheet flows,
covering small areas (,100–200 m2) on the top and around the outer
edges of the constructional features. The mixture of young and old
lava flows that we observed demonstrates that the high-acoustic-
backscatter region imaged in 1999 does not represent a single, fresh
lava flow8. The crater of Oden volcano is filled with weathered,
basaltic talus but contains no visible fault scarps. The talus is covered
by small amounts of pyroclasts, and the block sizes generally decrease
on moving away from the crater centre, extending onto the outer
slopes of the volcano (Fig. 2b). These observations are consistent with
an interpretation of the talus blocks as country rock ejecta from a
vulcanian explosion, which may also participate in crater formation,
but at this point we cannot unequivocally exclude the possibility that
the talus was formed by mass wasting.

About 0.8 kg of clasts was collected from two sites along our track-
lines with a retractable slurp (suction) device mounted on the
CAMPER vehicle. The samples consisted nearly entirely of juvenile
clasts of glassy basalt (Fig. 2c) with a small (=5%) component of
crystalline and altered crystalline rock. The clasts are primarily angu-
lar fragments, many with cuspate surfaces, that range in size from 1 to
20 mm (the suction sampler does not preserve in situ sorting). The
clasts contain minor olivine and plagioclase microphenocrysts, and
have low (,5%) vesicularity. In addition, the deposits contain small
amounts of limu o Pele2,11, which are thin, glassy, bubble wall frag-
ments, 3–20 mm across, with fluidal folded morphologies (Fig. 2d).

Large-volume pyroclastic deposits have been found in shallow
water (500–1,750 m water depth) on the Azores Plateau12–14, but the
only previous evidence of pyroclastic material at water depths greater
than 3,000 m (the critical depth for steam) is limited to small frag-
ments recovered in sediment cores15,16. Hydrostatic pressure inhibits
volume expansion, and below the steam threshold any explosive acti-
vity must result from magmatic volatiles rather than secondary surface
effects. CO2 is the most plausible exsolved volatile component for
MOR basalts15, and at 4,000 m water depth a CO2 weight fraction of
,14% (ref. 3) is necessary to achieve the volume fraction of ,75%
needed to fragment an erupting magma17. This value exceeds the
maximum dissolved CO2 concentrations measured in a MOR basalt
(,1.4 wt% in a ‘popping rock’)4 by an order of magnitude.

Volatiles that exsolve during magma ascent or decompression may
coalesce to produce finite volumes of magma with gas volume fractions
sufficient to trigger pyroclastic activity, even in magmas with primary
volatile levels well below the fragmentation threshold. The nature of
pyroclastic activity triggered by this process depends on the amount of
volatiles and the depth at which fragmentation occurs. For example, if
gas exsolution and expansion occur during the slow rise of an erupting
dyke, and the rising bubbles coalesce in the upper few hundred metres
of the crust (that is, slug flow), then Strombolian (bubble burst) activ-
ity may occur at the sea floor. The observation of bubble wall fragments
in our pyroclastic samples is consistent with some level of Strombolian
activity, but bubble coalescence and fragmentation in the shallow crust
can only distribute clasts to maximum distances of ,20–40 m from the
source vent3, which is inconsistent with the widespread distribution of
material over the .10-km2 region observed in our survey.

A more energetic mechanism is required for depositing clasts more
than a few tens of metres from the source vent, which is possible if
fragmentation occurs deeper within the crust. The accumulation of
a large volume of volatiles in the upper layer of a crustal magma
chamber18 provides the most plausible mechanism for deep frag-
mentation. Exsolved volatiles may accumulate in a chamber over
long periods, and then discharge explosively when the roof is frac-
tured during an eruption, spreading pyroclastic material over large

5 mm
1 mm

d

b

c

a

Figure 2 | Photographs of pyroclastic deposits. a, Frame grab from a high-
definition video camera taken on the south side of Duque’s hill (see Fig. 1 for
location). About 10 cm (visually estimated and confirmed during sampling)
of pyroclastic material is piled atop a high-standing, weathered, pillow
feature. The exoskeleton of an as yet unidentified species of hexactinellid
sponge23 is visible in the foreground. b, High-definition video frame grab of
talus blocks possibly representing ejecta from a vulcanian explosion on
Oden volcano (see Fig. 1 for location). c, Glassy, granular, pyroclastic
material. d, Bubble wall fragment from pyroclastic deposit.

NATURE | Vol 453 | 26 June 2008 LETTERS

1237
 ©2 0 0 8 Macmillan Publis hers  Limited. All rights  res erved

Sohn et al., 2008



Figure 3: Bathymetry at a section of the Australian-Antarctic Ridge. A region of consistent
bathymetry is indicated between the black lines (top right) and is shown in profile (bottom left, blue)
after converting off-axis distance to an estimate of time. Time is zero at the approximate ridge center.
Also shown is bathymetry after filtering frequencies outside of 1/150 ky�1 and 1/10 ky�1 (green), and
simulated bathymetry (black, for U0 = 3.3 cm/yr and K0 = 10�13 m2). Spectral estimates (bottom
right) are shown for the unfiltered bathymetry (blue) and model results (black), where the latter are offset
upward by an order of magnitude for visual clarity. Data availability is uneven across the ridge, and
spectral estimates are for the longer, southern flank. Note that unlike in Fig. 1b, spectral estimates are
prewhitened in order to improve the detectability of spectral peaks (see supplementary material). Ver-
tical dashed lines indicate frequencies associated with 100ky late-Pleistocene ice ages, obliquity, and
precession. Axes are logarithmic. Statistical significance is indicated by the black bar at the top right
of the panel: spectral peaks rising further than the distance between the mean background continuum
(corresponding to the black dot) and 95th percentile (top of black bar) are significant.
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consequent sea level 
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magma production. 
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Also shown is bathymetry after filtering frequencies outside of 1/150 ky�1 and 1/10 ky�1 (green), and
simulated bathymetry (black, for U0 = 3.3 cm/yr and K0 = 10�13 m2). Spectral estimates (bottom
right) are shown for the unfiltered bathymetry (blue) and model results (black), where the latter are offset
upward by an order of magnitude for visual clarity. Data availability is uneven across the ridge, and
spectral estimates are for the longer, southern flank. Note that unlike in Fig. 1b, spectral estimates are
prewhitened in order to improve the detectability of spectral peaks (see supplementary material). Ver-
tical dashed lines indicate frequencies associated with 100ky late-Pleistocene ice ages, obliquity, and
precession. Axes are logarithmic. Statistical significance is indicated by the black bar at the top right
of the panel: spectral peaks rising further than the distance between the mean background continuum
(corresponding to the black dot) and 95th percentile (top of black bar) are significant.
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engineered. The low-loss deep-subwavelength load-
ing structures used in RPMwould be challenging
or impossible to implement in optical-frequency
systems, enabling a rich landscape of phase-
matched nonlinear microwave circuits.
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Sensitivity of seafloor bathymetry to
climate-driven fluctuations in
mid-ocean ridge magma supply
J.-A. Olive,1* M. D. Behn,2 G. Ito,3 W. R. Buck,1 J. Escartìn,4 S. Howell3

Recent studies have proposed that the bathymetric fabric of the seafloor formed at mid-ocean
ridges records rapid (23,000 to 100,000 years) fluctuations in ridge magma supply caused by
sealevel changes that modulate melt production in the underlying mantle. Using quantitative
models of faulting and magma emplacement, we demonstrate that, in fact, seafloor-shaping
processes act as a low-pass filter on variations inmagma supply, strongly damping fluctuations
shorter than about 100,000 years.We show that the systematic decrease in dominant seafloor
wavelengths with increasing spreading rate is best explained by a model of fault growth and
abandonment under a steady magma input.This provides a robust framework for deciphering
the footprint of mantle melting in the fabric of abyssal hills, the most common topographic
feature on Earth.

S
eafloor abyssal hills are the most common
topographic feature on the surface of the
solid Earth. They consist of a juxtaposition
of bathymetric highs and lows with a char-
acteristic spacing of 1 to 10 kmandamplitude

of up to a fewhundredmeters, elongated parallel to
crustal isochrons (1–3). These features formatmid-
ocean ridges (MORs) through the interaction of

volcanism and faulting coincident with the cre-
ation of new oceanic lithosphere (2, 4, 5) (Fig. 1).
The fabric of abyssal hills has recently been

proposed to record fluctuations in MOR magma
supply driven by climatically controlled sea level
variationswith a periodicity of up to 100 thousand
years (ky) (6). It was shown that sea level changes
of ~100 m associated with glacial (Milankovitch)
cycles could induce pressure changes on the
subridge mantle undergoing decompression
melting, thereby modulating the flux of melt
supplied to the ridge axis (6, 7). This mechanism
was proposed to drive oceanic crustal thickness
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Fig. 1. Abyssal hill fabric formed at the intermediate-spreading Chile Ridge. Bathymetry of a segment of
the intermediate-spreading Chile Ridge (29) located at 39°12'S, 91°30'W (white star), looking south. Beneath
is a schematic cross section showing the major tectono-magmatic processes that shape the seafloor as melt
supplied from below is emplaced as new oceanic crust.

1Lamont-Doherty Earth Observatory, Columbia University,
Palisades NY, USA. 2Woods Hole Oceanographic Institution,
Woods Hole MA, USA. 3University of Hawaii, Honolulu HI, USA.
4CNRS, Institut de Physique du Globe de Paris, Paris, France.
*Corresponding author. E-mail: jaolive@ldeo.columbia.edu

RESEARCH | REPORTS

on June 18, 2019
 

http://science.sciencem
ag.org/

D
ow

nloaded from
 

TECHNICAL COMMENT
◥

OCEANOGRAPHY

Comment on “Sensitivity of seafloor
bathymetry to climate-driven
fluctuations in mid-ocean ridge
magma supply”
Peter Huybers,1* Charles Langmuir,1 Richard F. Katz,3 David Ferguson,1

Cristian Proistosescu,1 Suzanne Carbotte2

Olive et al. (Reports, 16 October 2015, p. 310) argue that ~10% fluctuations in melt supply
do not produce appreciable changes in ocean ridge bathymetry on time scales less than
100,000 years and thus cannot reflect sea level forcing. Spectral analysis of bathymetry in
a region they highlight as being fault controlled, however, shows strong evidence for a
signal from sea level variation.

O
live et al. (1) argue that abyssal hills do
not contain appreciable contributions
from the influence of sea level change
on magma production at ocean ridges.
This hypothesis was originally suggested

by Huybers and Langmuir (2) and further elab-
orated and supported by mantle melt modeling
and observations on the Australian-Antarctic
ridge by Crowley et al. (3).
Olive et al. consider separately intrusive and

extrusive magma additions but claim that bathy-
metric variations from both of these can only
result in topographic variations of less than 85-m
amplitude for magma volumes that fluctuate at
Milankovitch periods [see figure 2 in (1)]. Con-
structional topography of far greater extent, how-
ever, is common at slow and intermediate-spreading
ridges. A split seamount and the pairs of sym-
metric ridges at the intermediate-spreading Endeavor
segment in the northeast Pacific are both de-
monstrably constructional features created on-axis
and preserved off-axis (4). The common axial
volcanic ridges at slowly spreading ridges (5),
where elastic thickness is greatest, are also con-
structional features, tens of km long with vertical
relief of several hundred meters and a cross-
sectional scale that can be less than 2 km. Lucky
Strike seamount rises 1 km above the axis of the
slow-spreading Mid-Atlantic ridge (6). The South-
east Indian Ridge (7, 8) and Galapagos Spreading
Center (9, 10), which have near constant spread-
ing rates but variable magma supply along axis,
show marked differences in axial topography in
response to melt flux variations of similar magni-
tudes to those proposed by Crowley et al. Despite
the inferences Olive et al. draw from their models,

seafloor topography of many hundreds of meters
that reflects changes in magmatic budget is a
common feature of ocean ridges.
A closer examination of the Chile Ridge seg-

ment used by Olive et al. offers evidence for the
conclusions of Crowley et al. Large offset faults
are apparent in the bathymetry, but there are also
smaller linear ridges and numerous volcanic cones
with relief of about 100m, particularly at the edges
of the segment [see figure 1 in (1)]. According-
ly, we analyze a transect near 39° South from
cruise PANR04MV near the northern edge of
the Chile Ridge segment. Crustal age is estimated
using a Brunhes-Matuyama magnetic reversal
of 700 thousand years (ky). Spectral analysis is
carried out following the multitaper method-
ology used by Crowley et al., wherein statistical
significance is judged at the 95% confidence
level relative to a chi-square null distribution (11).
Significant spectral peaks occur at the Milanko-
vitch periods of 100 ky, 41 ky, and near the 23-ky
period, matching those found in sea level varia-
bility (Fig. 1), and in agreement with the indepen-
dent analysis of the Australian-Antarctica Ridge
by Crowley et al. Other transects from the Chile
Ridge show similar behavior, especially near the
edges of the segment, but not as clearly. Topog-
raphy associated with short-term fluctuations
in magma supply may be better preserved near
the ends of ridge segments on the Chile Ridge,
where crustal magma reservoirs may be present
only during periods of magma excess.
Olive et al. argue that the appearance of 100-ky

variability could be an emergent time scale asso-
ciated with extensional faulting and that spectral
peaks at higher frequencies could result from
overtones of 100-ky fault spacing. Two further
observations, however, indicate that the Chile
Ridge bathymetry is not faulting masquerading
as Milankovitch. First, bathymetry variations
before 700 thousand years ago are characterized

by smaller amplitude oscillations and a 41-ky
time scale, consistent with the dominant 41-ky
obliquity period variability found in Early Pleis-
tocene sea level. Second, examination of the tem-
poral variability shows high-frequency variations
in bathymetry similar in structure to sea level
estimates and distinct from the abrupt changes
that give rise to strong overtones in Olive et al.’s
simulations (see Fig. 1).
Numerous processesmissing fromOlive et al.’s

models might explain their inability to produce
the significant sea level–induced bathymetry em-
erging from observations. For example, dike-
induced faulting (12) and eruption dynamics,
including effusion rates that govern how lavas
accumulate on the seafloor (13), are not consid-
ered. Rather than newpulses ofmagma effectively
mixed across a 1-km-widemagma storage zone as
modeled by Olive et al., local crustal magma sills
could wax and wane as magma supply varies (14),
and large magma pulses could migrate vertical-
ly without mixing in a broader crustal reservoir.
Although we agree that Crowley et al.’s approach
of predicting bathymetric variations assuming lo-
cal isostasy is probably too simple, it appears that
Olive et al.’s models also omit important processes.
Olive et al. dismiss the importance of volcanic

construction on the basis that it is “unlikely to
strongly overprint the tectonic fabric of the sea-
floor, which typically consists of fault scarps greater
than 200 m at slow and intermediate-spreading
ridges.” Normal faults do, of course, contribute
importantly to the fabric of the sea floor but do
not preclude the presence of additional structure.
We suggest the need for amore resolved approach
than the historical characterization of abyssal
hills using a single wavelength (15, 16). The ap-
proach in Crowley et al. of prewhitening the
spectral estimate has the effect of emphasizing
higher-frequency variability and leads to the iden-
tification of multiple relevant time scales, namely
those associated with 100-ky glacial, 41-ky obliq-
uity, and 23-ky precession variations. This more-
detailed seafloor relief is an opportunity to better
understand the relative contributions of volcanic
and tectonic processes at mid-ocean ridges.
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No Evidence for Milankovitch Cycle Influence on Abyssal Hills
at Intermediate, Fast, and Superfast Spreading Rates
John A. Goff1 , Sabin Zahirovic2 , and R. Dietmar Müller2
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Abstract A recent hypothesis contends that abyssal hill topography is linked to sea level periodicities
expressed by Milankovitch cycles, predicting that abyssal hill elevation is correlated to crustal age. We test
this prediction by stacking (averaging) bathymetry as a function of age to enhance age-dependent signal
while suppressing random (primarily faulted) components. Stacking is applied to bathymetry data flanking
intermediate, fast, and superfast spreading ridges. Revised digital crustal agemodels were generated in these
regions using a recent compilation of reliable magnetic anomaly identifications, with inferred temporal
uncertainty of ~0.01 my. We utilize statistical properties of abyssal hills to predict the variability of the age-
stack under the null hypothesis that abyssal hills are random with respect to crustal age; the age-stacked
profile is significantly different from zero only if it exceeds this expected variability by a large margin. Our
results do not support the presence of Milankovitch-driven signals in abyssal hill topography.

Plain Language Summary Recent studies suggest that abyssal hills, lineated seafloor features
created by faulting and magmatism at mid-ocean spreading ridges, are linked to the Earth’s climate cycles.
This hypothesis contends that the rising and falling of sea level that accompanies climate change will
modulate pressure at depth and thus the magmatic output that contributes to abyssal hill construction. It
also makes an important prediction: Abyssal hills everywhere will have a coherent signal as a function of
crustal age. Here we test this prediction through “stacking” or averaging abyssal hill bathymetry as a function
of age, which should suppress any random component (e.g., faulting) and enhance any coherent
component. We find, however, that there is no statistically significant age-dependent signal and therefore
that there is no evidence in this analysis of a climate-driven signal in abyssal hills.

1. Introduction

Recent independent spectral analyses of seafloor bathymetry (Crowley et al., 2015a; Tolstoy, 2015) concluded
that abyssal hills, highly linear ridges that are formed at mid-ocean ridges (MORs), exhibit periodicities that
correspond to Milankovitch cycles—variations in Earth’s orbit that affect climate on periods of 23, 41, and
100 thousand years (Hays et al., 1976). These studies argue that this correspondence could be explained
by modulation of volcanic output at the MOR by lithostatic pressure variations associated with rising and fall-
ing sea level. We refer to this argument as the “Milankovitch cycle hypothesis” for abyssal hill construction.

TheMilankovitch cycle hypothesis has garnered significant attention (Conrad, 2015; Hand, 2015), in large part
because the potential implications are far-reaching, that is, that abyssal hills, the most common landform on
Earth (Menard, 1967), could provide a record of global sea level fluctuations and climate history over many
tens of millions of years. However, the hypothesis has been the focus of substantial criticism (Goff, 2015;
Macdonald, 2015; Olive et al., 2015) and resulted in vigorous discussion (Crowley et al., 2015b; Huybers
et al., 2016; Olive et al., 2016a, 2016b; Tolstoy, 2016). There are four important criticisms of the
Milankovitch cycle hypothesis and the basis for its assertion: (1) Abyssal hills are dominantly fault-bounded
structures that form kilometers off axis, rather than volcanic constructs, as evidenced by decades of observa-
tional studies (Macdonald, 2015; Macdonald et al., 1996); therefore, the primary “signal” of abyssal hill topo-
graphy is a record of MOR faulting rather than magmatic output; (2) lava emplacement on fast-spreading
MORs tends to occur as sheet flows often extending several kilometers from the zero-age axis (e.g.,
Escartín et al., 2007; Macdonald et al., 1989; Mitchell, 1995; Soule et al., 2005), which complicates the relation-
ship between crustal age and distance from the axis over temporal scales appropriate for the Milankovitch
cycle hypothesis (Goldstein et al., 1994; Macdonald, 2015); (3) globally, there is an overall decrease in
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Glacial cycles drive variations in the
production of oceanic crust
John W. Crowley,1,2* Richard F. Katz,1† Peter Huybers,2

Charles H. Langmuir,2 Sung-Hyun Park3†

Glacial cycles redistribute water between oceans and continents, causing pressure
changes in the upper mantle, with consequences for the melting of Earth’s interior.
Using Plio-Pleistocene sea-level variations as a forcing function, theoretical models of
mid-ocean ridge dynamics that include melt transport predict temporal variations in
crustal thickness of hundreds of meters. New bathymetry from the Australian-Antarctic
ridge shows statistically significant spectral energy near the Milankovitch periods of
23, 41, and 100 thousand years, which is consistent with model predictions. These results
suggest that abyssal hills, one of the most common bathymetric features on
Earth, record the magmatic response to changes in sea level. The models and data support
a link between glacial cycles at the surface and mantle melting at depth, recorded in
the bathymetric fabric of the sea floor.

T
he bathymetry of the sea floor has strik-
ingly regular variations around interme-
diate and fast-spreading ocean ridges. Parallel
to the ridge are long, linear features with
quasi-regular spacing called abyssal hills

(1). High-resolution mapping of the sea floor
over the past few decades (2–4) has shown that
these hills are among the most common topo-
graphic features of the planet, populating the sea
floor over ~50,000 km of ridge length. Hypothe-
sized models for these features include exten-
sional faulting parallel to the ridge (3), variations
in the magmatic budget of ridge volcanoes (5),
and variation in mantle melting under ridges
owing to sea-level change associated with glacial
cycles (6). This latter model stems from the fact
that glacial-interglacial variations transfer ~5 ×
1019 kg of water between the oceans and the
continents. Thismass redistribution translates to
sea-level variations of ~100 m and modifies the
lithostatic pressurebeneath the entireocean.Because
mantle melting beneath ridges is driven by depres-
surization, ocean ridge volcanism should respond
to sea-level changes, potentially leading to changes
in the thickness and elevation of ocean crust.
Plate spreading atmid-ocean ridges drawsman-

tle flow upward beneath the ridge; rising parcels
of mantle experience decreasing pressure and
hence decreasing melting point, causing partial
melting. Mantle upwelling rates are ~3 cm/year
on average, whereas sea-level change during the
last deglaciation was at a mean rate of 1 cm/year
over 10 thousand years (ky). Because water has
one third the density of rock, sea-level changes
would modify the depressurization rate associ-
ated with upwelling by T10%, with correspond-
ing effects on the rate ofmelt production.Mantle

upwelling rate scales with the mid-ocean ridge
spreading rate, but the rate of sea-level change
over the global mid-ocean ridge system is rough-
ly uniform. On this basis, previous workers in-
ferred that the relative effect of sea-level change
should scale inversely with spreading rate, reach-
ing a maximum at the slowest rates (6). An
elaboration of this model with parameterized
melt transport gave a similar scaling (7).
To test these qualitative inferences, we inves-

tigated the crustal response to sea-level change

using a model that computes mantle flow, ther-
mal structure, melting, and pathways of melt
transport. Themodel is based on canonical state-
ments of conservation of mass, momentum, and
energy for partially molten mantle (8, 9) and
has previously been used to simulate mid-ocean
ridge dynamics with homogeneous (10) and
heterogeneous (11) mantle composition. It pre-
dicts time scales of melt transport that are
consistent with those estimated from 230Th
disequilibium in young lavas (12). In the pre-
sent work, the model is used to predict crustal
thickness time series arising from changes in
sea level (Fig. 1) (13).
A suite of nine model runs for three perme-

ability scales and three spreading rates was
driven over a 5-million-year period by using a
Plio-Pleistocene sea-level reconstruction (14). Crus-
tal curves from simulations with larger permeabil-
ity and faster spreading rate contain relatively
more high-frequency content than those of lower
permeability and slower-spreading-rate runs (Fig.
1). Our model results contradict the previous
scaling arguments (6, 7) in not showing a simple
decrease in the sea-level effect on ridge magma-
tism with increasing spreading rate.
To better understand these numerical results,

we carried out an analysis of leading-order pro-
cesses using a reduced complexity model. This
model provides a solution for crustal thickness
response to changes in sea level, approximating
the results of the full numerical model, but with
greater transparency. Assuming that all melt
produced by sea-level change is focused to the

SCIENCE sciencemag.org 13 MARCH 2015 • VOL 347 ISSUE 6227 1237

1Department of Earth Sciences, University of Oxford, Oxford,
UK. 2Department of Earth and Planetary Sciences, Harvard
University, Cambridge, USA. 3Division of Polar Earth-System
Sciences, Korea Polar Research Institute, Incheon, Korea.
*Present address: Engineering Seismology Group Canada, Kingston,
Canada. †Corresponding author. E-mail: richard.katz@earth.ox.ac.
uk (R.F.K.); shpark314@kopri.re.kr (S.-H. P.)

00.20.40.60.811.2

−150

0

150

−150

0

150

−150

0

150

−100

−50

0

Time before present, Ma

D
ev

ia
tio

n,
 m

et
er

s

Sea level

U0 = 1 cm/yr

U0 = 4 cm/yr

U0 = 7 cm/yr

1/100 1/41 1/23

104

105

106

104

105

106

104

105

106

104

105

106

Frequency, Ka−1

S
pe

ct
ra

l e
ne

rg
y 

de
ns

ity
, m

et
er

s2  p
er

 c
yc

le

K 0 = 10 − 12 m2

K 0 = 10 − 12.5 m2

K 0 = 10 − 13 m2

Fig. 1. Simulated bathymetric relief driven by Plio-Pleistocene sea-level variation. (A) Imposed sea-
level variation [black, from (14)] and predicted bathymetric relief (color) for the past 1.25million years from
simulations at three half-spreading rates U0 and three permeability levels K0. Isostatic compensation is
assumed to scale the amplitude of crustal thickness variation by 6/23 to give bathymetric relief.
Permeability in the simulations is computed by applying K(x,z) = K0(f/f0)

3 m2 to the porosity field f(x,z),
where f0 = 0.01 is a reference porosity. Light blue, dark blue, and red lines correspond to log10K0 =
–(13, 12.5, 12), respectively. (B) Power spectral density estimates for each time series,made by using the
multitaper method with seven tapers. Axes are logarithmic.
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Mid-ocean ridge eruptions as a climate valve
Maya Tolstoy1

1Lamont-Doherty Earth Observatory, Columbia University, Palisades, New York, USA

Abstract Seafloor eruption rates andmantle melting fueling eruptions may be influenced by sea level and
crustal loading cycles at scales from fortnightly to 100 kyr. Recent mid-ocean ridge eruptions occur primarily
during neap tides and the first 6months of the year, suggesting sensitivity to minor changes in tidal forcing
and orbital eccentricity. An ~100 kyr periodicity in fast-spreading seafloor bathymetry and relatively low
present-day eruption rates at a time of high sea level and decreasing orbital eccentricity suggest a
longer-term sensitivity to sea level and orbital variations associated with Milankovitch cycles. Seafloor
spreading is considered a small but steady contributor of CO2 to climate cycles on the 100 kyr time scale;
however, this assumes a consistent short-term eruption rate. Pulsing of seafloor volcanic activity may
feed back into climate cycles, possibly contributing to glacial/interglacial cycles, the abrupt end of ice
ages, and dominance of the 100 kyr cycle.

1. Introduction

The driving forces behind ice age cycles are hotly debated. In particular, the abrupt end of ice ages and
dominance of the 100 kyr signal in climate cycles are not well understood [e.g., Shackleton, 2000; European
Project for Ice Coring in Antarctica Community Members, 2004]. Orbital eccentricity, which ties closely to the
100 kyr signal, is a relatively small forcing in terms of insolation, and thus, its association with the largest
peaks in CO2 is unexpected. Seafloor spreading is generally viewed as a steady state process on the 100 kyr
time scale. While some episodicity has been noted in seafloor bathymetry [e.g., Vogt et al., 1969; Kappel and
Ryan, 1986], only long-term variations in spreading rate having been proposed to influence atmospheric CO2

over the last 100Ma [Berner et al., 1983; Miller et al., 2005]. Changes in hydrothermal output due to plate
reorganization have also been proposed to cause significant flux changes in CO2 on the tens of millions of
year time scale [Owen and Rea, 1985]; however, major plate reorganizations are rare.

Seafloor eruptions contribute to ocean CO2 fluxes without the global cooling effect associated with terrestrial
eruptions due to volcanic particles injected into the atmosphere [e.g., Robock, 2000]. However, until recently,
very little was known about mid-ocean ridge eruptions because most occur far from land, at seismicity levels
below the detection capabilities of global seismic networks. Recent advances in seafloor hydroacoustic
monitoring have allowed the timing and character of seafloor eruptions to be studied, in particular, at
intermediate and fast-spreading ridges, beginning in 1993 and 1996, respectively [Fox et al., 1993, 2001].

2. Timing of Mid-Ocean Ridge Volcanic Activity

Microearthquakes at mid-ocean ridges, which are sensitive to tidal forcing, occur preferentially during
times of maximum extensional stresses [Wilcock, 2001; Tolstoy et al., 2002; Stroup et al., 2007]. Terrestrial
volcanism has also been shown in some locations to be sensitive to tidal periodicities [e.g., Johnston and
Mauk, 1972], seasonal loading and unloading [e.g., Mason et al., 2004], glacial loading, unloading [e.g., Jull
and McKenzie, 1996], and rate of unloading [e.g., Jellinek et al., 2004], as well as rate of climatically driven sea
level change [McGuire et al., 1997]. However, the timing of volcanic activity with respect to tidal forcing at
mid-ocean ridges has not previously been studied. To date, nine mid-ocean ridge eruptions/diking events
have been well documented in terms of their timing, seismic character, and seafloor confirmation of likely
magmatic activity [Fox et al., 1995; Fox and Dziak, 1998; Dziak and Fox, 1999; Tolstoy et al., 1999, 2001, 2006;
Bohnenstiehl et al., 2004; Dziak et al., 2004, 2012]. Figure 1 shows that eight out of nine of these best
documented mid-ocean ridge magmatic events occurred during lows in the fortnightly tidal modulations
(neap tides). A Schuster test [Emter, 1997] shows statistically significant nonrandom distribution with respect
to the fortnightly modulations of the tides (99%). This suggests that seafloor eruptions are particularly
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causing melt starvation and enhanced magma viscosity, while the lat-
ter triggers eruptions through enhanced melt flux.

The delay between falling sea level at the start of MIS 6 and T2 is
approximately 50 kyr. Assuming an average melt origin depth of 50 km
(Key et al., 2013), these results imply a melt extraction velocity of!1 m/
yr, which is consistent with the rate implied by U/Th disequilibrium
(Kelemen et al., 1997) but slower than estimates from Iceland (Maclen-
nan et al., 2002). Extraction rates previously estimated from hydrother-
mal records along the EPR (2–5 m/yr; Lund et al., 2016) assumed that
Termination 1 anomalies were associated with the MIS 2-1 transition. If
instead they were related to the MIS 5-4 drop in sea level, the implied
migration rate for EPR sites would also be!1 m/yr, assuming no signifi-
cant lags associated with crustal filtering or hydrothermal processes.
We recognize that this aspect of the proposed model apparently
requires special tuning in order to deliver the increased melt pulse at
the right time; additional well-dated pyroclastic records from ridge-
proximal locations are necessary to evaluate whether the lag time
implied by the PAR results is representative of other ridges.

4.5. Prospects
Given the unique nature of the PAR results, it is logical to ask whether
there are similar records available from other locations. The short

answer is, most likely, no. For a core to preserve dateable volcanic ash layers it needs to meet three key cri-
teria: (1) the water depth must be above the CCD to preserve the foraminifera required for oxygen isotope
dating; (2) the core must be within !10 km of the ridge axis at the time of the eruption, which is the maxi-
mum distance that fine grained volcaniclastics can be transported given the depth of mid-ocean ridges and
typical deep ocean current speeds; and (3) the core must be sufficiently long that it penetrates nearly to
basement. The last requirement is the result of low sedimentation rates in the open ocean (!1 cm/kyr or
less) and the age of ocean crust within 10 km of a ridge axis. Assuming a global average half-spreading rate
of 25 m/kyr (DeMets et al., 1994), the crust within 10 km of a ridge axis will typically be less than 400 kyr old
and bear sediment less than 4 m thick, assuming no erosion or re-deposition by bottom currents. At loca-
tions closer than 10 km, the accumulated sediment will be thinner; as a result, any ash deposits will exist at
the base the sediment column, within a few meters or less of the oceanic crust.

Tailoring the expected sediment thickness to spreading rate, we used the above criteria to search for cores
in existing repositories that may contain ash layers associated with the last five glacial terminations. Out of
18,600 gravity and piston cores in the repositories at Lamont-Doherty Earth Observatory, Oregon State Uni-
versity, Woods Hole Oceanographic Institution, and the University of Rhode Island, !130 fall within 50 km
of a ridge axis (i.e., <1%). Of these cores, only 30 meet the criteria of axial proximity, water depth, and core
length. Visual inspection of the cores at the four repositories suggests that !20 have been sufficiently well
preserved since they were collected to warrant sampling. It is likely that only half will have a coherent oxy-
gen isotope stratigraphy, which is the yield we have observed in archived cores from the EPR. We therefore
anticipate that about 10 of the 18,600 cores at four of the largest repositories in the U.S. (!0.05%) will be
useful for reconstructing submarine volcanism.

While examination of existing cores should proceed, the historical bias in avoiding coring near ridges will
make it difficult to determine whether the T2 ash layer in OC170-26-159 is a unique find or a representative
feature of glacial terminations. The odds of success would be vastly higher for a targeted sampling cruise
aimed specifically at sites that satisfy the selection criteria. Such an effort will be needed, not only to assess
ash dispersal patterns on the PAR, but also at ridges with different spreading rate, magma supply, and other
key variables. For example, if the mechanism we propose is correct then one might anticipate an ash layer
during Termination 1 in core OC170-26-159. During T1, however, the core site would have been 13 km off-
axis, further than the maximum dispersal distance for fine grained ashes. A key test of our hypothesis would
to be to examine a core that was !7 km off-axis during T1, similar to the distance of OC170-26-159 during T2.

Figure 9. Plume rise height and current speed combinations required to trans-
port grains with 1.6 cm/s settling velocity from the PAR to the core site at 140
kyr BP. The black curve reflects the distance from the central ridge axis (7 km),
while the blue curves span the full axial plateau distance (5.5–8.5 km). At 2000
db, 95% of ARGO current speed estimates are< 3.1 cm/s (thin vertical red line),
with a median value of 1.2 cm/s (thick vertical red line). At 1000 db, 95% of the
ARGO current speeds are< 4.6 cm/s, with a median of 2.1 cm/s (Figure 10b).
Rise heights less than 2000 m require unrealistically large current velocities for
the deep Southeast Pacific.
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depth) was constrained using ARGO float data from 308S to 458S and 1008W to 1208W (Lebedev et al.,
2007). ARGO data constrain current speeds at depth because the floats spend 95% of their time at prese-
lected isobaric surfaces (Lebedev et al., 2007). These so-called ‘‘parking depths’’ are typically 1000 or 2000
db. We extracted 2200 discrete estimates of current speed in the region: 1866 at 1000 db and 334 at 2000
db. The estimated mean uncertainty of ARGO-derived deep current velocities for the global ocean is
0.5 cm/s, compared to a mean velocity of 5 cm/s. The !10% uncertainty is due to geostrophic currents,
Ekman transport, and inertial oscillations during descending and ascending phases of the float cycle (Lebe-
dev et al., 2007).

3. Results

3.1. Oxygen Isotope, Titanium, and Basalt Concentrations
The planktonic d18O time series for OC170-26-159 records marine oxygen isotope stages 1–6, indicating
there has been continuous sediment deposition at the core site over the past 160 kyr (Figure 2a). The
shorter benthic d18O time series, focused on the T2 interval, also indicates continuous accumulation at
!1 cm/kyr. The sedimentation rate from 160 to 190 kyr BP was considerably slower (0.1 cm/kyr), while prior
to 190 kyr BP it was !0.3 cm/kyr. The apparent minimum in sedimentation rate from 160 to 190 kyr BP may
indicate a hiatus at !138 cm, or 10 cm below the T2 interval. The d18O data in the deepest part of the core
are consistent with MIS 7 but the stratigraphic quality is lower so the timing of events older than 160 kyr BP
is uncertain.

The T2 ash layer is apparent in the washed sediment (Figure 2c), titanium concen-
tration (Figure 2b), and weight percent basaltic glass data (Figure 3). Glass concen-
trations began to increase prior to T2, peaked early in T2, and returned to
background by the end of T2 (Figure 3). The majority of glasses in the T2 layer
(>90%) exhibit blocky morphology (Figure 2c) but curved fluidal shapes (limu o
Pele) are also present (Figures 2d–2f). A second, weaker maximum in Ti concentra-
tion occurs deeper in the core (Figure 2b). Given a half-spreading rate of 49 mm/
yr (www.ldeo.columbia.edu/~menke/plates.html), the T2 ash was deposited when
the core site was approximately 7 km from the PAR axis. The deeper ash layer was
deposited when the core site was 2–3 km off-axis (Figure 2b).

3.2. Glass Shard Geochemistry
Major oxide concentrations for all the basaltic glass shards (Figure 4) form a single
population regardless of age (MgO 5 6.2 6 0.3%, 2r), with variability comparable
to that for individually mapped axial lava flows (Rubin et al., 2001). The shards
have MgO contents lower than those of basalts collected from the nearest seg-
ment of the modern PAR axis (MgO 6.8–7.9 wt %) (Freund et al., 2013; Hekinian
et al., 1999). Variability among shards forms linear trends in MgO variation dia-
grams, continuous with trends through the axial compositions. MgO contents in
Foundation Seamount glasses span 5.8–8.4 wt % and they differ from the shards
and axial samples in means, slopes, and degrees of scatter in oxide concentrations
(Figure 4).

Incompatible trace elements (Figure 5) are enriched in the glass shards relative to
modern axial basalts. However, as with the major elements, the shard population
falls along common linear trends with the axial basalts and they are much more
homogeneous than the few scattered samples from the Foundation Seamounts. Sr
is only slightly enriched in the glass shards relative to axial basalts because of pla-
gioclase fractionation.

We calculated the liquid line of descent from the most primitive axial basalt (Table
1; all major elements and those trace elements with available data) using the
MELTS model (Ghiorso & Sack, 1995) at a constant pressure of 900 bars and oxy-
gen fugacity controlled two log units below the QFM buffer (conditions that cre-
ate the best match to MORB fractionation in MELTS; Asimow et al., 2004), yielding

Figure 3. Benthic stable isotope, titanium, and glass concentra-
tion results for 80–180 kyr BP. (a) Average benthic d18O (filled tri-
angles) compared to the global benthic d18O stack of Lisiecki and
Raymo (2005) (gray line). Also shown are the d18O results for indi-
vidual benthic foraminifera (open triangles). Note that 0.4 per mil
has been added to the benthic data to facilitate comparison to
the global stack. The gray vertical bar represents the approximate
time interval of T2. (b) Titanium (black circles) and glass concen-
trations (blue circles). Glass concentrations are for the >38 lm
size fraction. Note that both Ti and basalt levels began to increase
prior to T2.
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eruptions (Clague et al., 2009). The T2 layer was deposited when the core site
was 7 km off-axis, farther than any submarine ash layer documented in the pub-
lished literature. The location and thickness of the layer suggests T2 was an
anomalous interval of volcanic activity that lofted pyroclastic debris high into
the water column with subsequent fallout to ridge flank locations.

Below we present the analytical and modeling results that point to an axial
source for the T2 layer. The discovery of this anomalous interval in the eruptive
history of the PAR is notable in its own right, but we also consider the implica-
tions for the local axial magma system through the penultimate glacial cycle.
Although it is possible that this deposit will remain unique, it may have broader
implications for testing the sea level hypothesis if other examples can be found;
hence, we also discuss the probability of finding similar ash layers that would
support generalization of our results to other ridges.

2. Methods

2.1. Oxygen Isotope Analyses and Age Model Construction
Sediment samples from core OC170-26-159 were frozen for 24 hours and freeze-
dried for !48 h. Subsamples for foraminiferal analysis were washed over a 150
lm sieve using distilled water and oven-dried for 30 min at 708C. Oxygen iso-
tope ratios (d18O) were measured on both planktonic and benthic foraminifera
using a Finnigan MAT-253 isotope ratio mass spectrometer coupled to a Kiel IV
automated carbonate device. Planktonic analyses were based on 6–7 individual
G. ruber shells (> 250 lm size fraction), while the benthic analyses were based
on individual shells of C. wuellerstorfi (n 5 43) and C. kullenbergi (n 5 8) (> 250
lm in both cases). Benthic samples run at the University of Michigan (n 5 51)
were converted to Vienna Pee-Dee Belemnite (VPDB) using NBS-19 (n 5 8,
d18O 5 22.16 6 0.05 &, d13C 5 1.91 6 0.05 &) and cross-checked using Atlan-
tis II (n 5 7, d18O 5 3.50 6 0.05 &, d13C 5 0.79 6 0.04 &) (Ostermann & Curry,
2000). Planktonic samples run at Georgia Tech (n 5 60) were converted to
VPDB via NBS-19 (n 5 2, d18O 5 22.16 6 0.02 &, d13C 5 1.94 6 0.004 &), NBS-
18 (n 5 5, d18O 5 223.086 0.16 &, d13C 5 25.02 6 0.03 &), and an in-house
standard similar to NBS-19 (n 5 14, d18O 5 22.04 6 0.05 &, d13C 5 2.15 6 0.02
&). The age model for OC170-026-159 was determined by correlating the
planktonic and benthic d18O time series to the benthic stack of Lisiecki and
Raymo (2005). Approximate calendar age uncertainty for each tie point is 63
kyr. Age control points were linearly interpolated to produce the age model for
intervening samples.

2.2. Sediment Digestions
Dried, ground samples underwent a four-step microwave acid digestion protocol following Morford and
Emerson (1999). We ground 500 mg of bulk sediment from each depth, 200 mg of which was placed in a
60 mL SavillexVR Teflon digestion vessel with concentrated 5:2 HF/HNO3 solution. The vessels were refluxed
in a microwave and evaporated to dryness. Each sample then underwent reflux in 3:1 HCl/HNO3, evapora-
tion, reflux in 2:1 30% H2O2/HNO3, evaporation, and finally 2 h reflux in 5% HNO3. During method develop-
ment, incomplete dissolution of the external standard motivated an additional !8 h HCl/HNO3 reflux to
ensure dissolution of both standards and unknowns. Digested samples were quantitatively transferred into
125 mL Nalgene bottles and diluted up to 100 mL with 2% HNO3. All acids used were trace metal grade
(OptimaTM).

2.3. Bulk Sedimentary Metal Concentrations
Bulk sediment concentrations of Ti and Al were determined at UCONN Avery Point using a Thermo Element
2 inductively coupled plasma mass spectrometer (ICP-MS) paired with a ESI SC-2 DX auto-sampler. We
quantified elemental concentrations using standard addition of matrix-matched spike solutions,

Figure 1. Map of the Pacific-Antarctic Ridge including the loca-
tion of core OC170-26-159 (38.9678S, 111.3508W, 2754 m water
depth) and segments N1-N7 (white lines) (Briais et al., 2009; Klin-
gelhoefer et al., 2006). The core site is located 13.5 6 1.5 km
from the PAR axis. The available bathymetry data indicate the
nearest seamount is located approximately 25 km west
of the core site. Map generated using GeoMapApp (Ryan et al.,
2009).
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Lund et al. [2018] have used sediment core records to determine 
the timing of increased? volcanism.

gravimetrically prepared using standards from Accustandard (http://www.accustandard.com/). Spiked sam-
ples were diluted to 1/15 in 2% HNO3 prior to analysis. Internal spikes (89Y and 115In) were added to select
samples to monitor quantitative transfer throughout digestion and analysis.

Analytical precision and accuracy were assessed through repeated digestion, measurement, and analysis of
the certified standard MESS-4 (National Research Council, Canada) (n 5 22). The average Ti concentration
for MESS-4 was 0.38 6 0.02% (2r), within analytical uncertainty of the certified value, 0.36 6 0.03% (2r). Alu-
minum concentrations averaged 7.23 6 0.47% (2r), slightly lower than the certified value of 7.91 6 0.20%
(2r). Aluminum results were used only to qualitatively cross-check titanium, the preferred indicator of basal-
tic inputs, because seawater scavenging can be a significant source of aluminum in hydrothermal sediments
(Dunk & Mills, 2006).

2.4. Major and Trace Elemental Analyses of Basaltic Glass
Major elements (Si, Ti, Al, Fe, Mn, Mg, Ca, Na, K, and Cl) of 67 glass shards were analyzed using Caltech’s
JEOL JXA-8200 electron microprobe, operating at 15 kV and 10 nA with a 10 lm diffuse beam and the CIT-
ZAF matrix correction program. Counting times were 30 s on-peak and 15 s at each background location for
all elements, with Na, K, and Cl in the first pass. Standards were synthetic forsterite, fayalite, Mn-olivine,
anorthite, TiO2, and Cr2O3 plus natural Amelia albite, Asbestos microcline, and sodalite. All elements mea-
sured in VG2 basalt glass were within <2% relative of accepted concentrations. Five or more spots were
measured on each glass shard. Points contaminated by olivine or plagioclase microphenocrysts were dis-
carded; reported concentrations and uncertainties are averages and 1r of remaining analyses on single
shards.

H2O and CO2 species concentrations were determined by transmission Fourier Transform Infrared Spectros-
copy (FTIR) on doubly polished shards< 100 lm thick (measured by digital micrometer) with a Thermo-
Nicolet iS50 FTIR Spectrometer (KBr beam splitter; InGaAs detector) and Nicolet Continuum Infrared Micro-
scope. Spectra (1300–6000 cm21) were averaged over 200–300 scans. Two to four 25–40 lm spots were
measured on each shard. Absorption intensities were determined for OH and H2O peaks centered at 3500
and 1630 cm21 and carbonate peaks centered at 1430 and 1515 cm21. To remove background from the
low intensity CO2 peaks, we subtracted the spectrum of a quantitatively degassed basalt glass. Volatile spe-
cies concentrations were obtained from peak heights and the Beer-Lambert law with molar absorptivities:

Figure 2. Stable isotope and titanium concentration results for core OC170-26-159. (a) Planktonic d18O (blue circles) and average benthic d18O (black triangles)
compared to the global benthic d18O stack of Lisiecki and Raymo (2005) (gray line). Note that 0.4 per mil has been added to the OC170-26-159 benthic data to
facilitate comparison to the global stack. Marine Isotope Stages 1–7 are noted on the upper x-axis. (b) Titanium concentrations for core OC170-26-159 (black
circles) and core distance from the ridge axis versus time (thin gray line). Titanium concentrations during glacial Termination 2 (dark gray vertical bar) are !15x
higher than in the younger part of the core. Core distance from the ridge axis is based on the modern distance of 13.5 km and a half-spreading rate of 49 mm/yr
(www.ldeo.columbia.edu/~menke/plates.html). (c) Raw sample from the T2 layer showing foraminifera, blocky glass shards, and consolidated hemipelagic mud.
(d–f) Examples from the T2 layer showing the curved limu o Pele morphology characteristic of submarine volcanism. The scale bar in each image is 250 lm.
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Figure 3: Bathymetry at a section of the Australian-Antarctic Ridge. A region of consistent
bathymetry is indicated between the black lines (top right) and is shown in profile (bottom left, blue)
after converting off-axis distance to an estimate of time. Time is zero at the approximate ridge center.
Also shown is bathymetry after filtering frequencies outside of 1/150 ky�1 and 1/10 ky�1 (green), and
simulated bathymetry (black, for U0 = 3.3 cm/yr and K0 = 10�13 m2). Spectral estimates (bottom
right) are shown for the unfiltered bathymetry (blue) and model results (black), where the latter are offset
upward by an order of magnitude for visual clarity. Data availability is uneven across the ridge, and
spectral estimates are for the longer, southern flank. Note that unlike in Fig. 1b, spectral estimates are
prewhitened in order to improve the detectability of spectral peaks (see supplementary material). Ver-
tical dashed lines indicate frequencies associated with 100ky late-Pleistocene ice ages, obliquity, and
precession. Axes are logarithmic. Statistical significance is indicated by the black bar at the top right
of the panel: spectral peaks rising further than the distance between the mean background continuum
(corresponding to the black dot) and 95th percentile (top of black bar) are significant.
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Crowley et al. [2015] 
hypothesize, based on 
seafloor bathymetry, 
that glacial cycles (and 
consequent sea level 
rise/fall) cause 
variations in MOR 
magma production. 
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Climate Interaction with Mid-Ocean Ridges



Submarine volcanic contributions to marine sediments

Recent push/gravity core collection at the 
Mid-Atlantic Ridge will provide an 
opportunity to evaluate models of MOR ash 
generation and transport…


…talk to Kristen Fauria when she arrives!



1.  Is our assessment of the relative proportions of subaerial and submarine volcanism correct, 
and can we better monitor the oceans at a global scale to identify the location, timing, and size 
of submarine eruptions. [Tushar]


2.  Are there frequency/size/eruption rate relationships with spreading rate (i.e., magma supply) 
and what controls them? [Leif, Helge]


3.  What influence does seawater have on fragmentation and dispersal in submarine arc 
eruptions i.e., can magmatically-driven pyroclastic eruptions occur in the deep ocean (>1000m)?
How can deposit characteristics be inverted to constrain eruption processes? [Michael, 
Rebecca, Kristen, et al.]


